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F i ABSTRACT

An extensive series of experimental rocket motor test
firings has been conducted in a systematic manner to determine
the rate of pressure decrease which is required to just ex-
tinguish a burning solid propellant- The results of these
experimental tests have been used to determine the boundary
between extinction and non-extinction for each of several
propellant formula+-ions. These boundaries are presented in
terms of the initial pressure derivative, (dp/dt) , and the
initial chamber pressure, p 0

In these experimental firings, extinction was said to
occur if, and when, the luminosity of the flame went to zero,
regardless of whether the propellant re-ignited later. Speci-
fic results of the experimental testing indicate that increas-
ing the oxidizer loading, or decreasing the oxidizer particle
size, makes a propellant more difficult to extinguish. The ad-
dition o` finely divided aluminum powder (at constant oxidizer

t to fuel binder ratio) leaves the extinction characteristics of
a propellant nearly unchanged. In addition, our experimental
results have also shown that Chere is little difference between
the extinction characte•isti-s of propellants containing PBAA,
PBCT, or PU fuel binders, although other researchers have shown
that some binders can have a strong effect on propellant ex-
tinction characteristics.

A companion theory which describes extinction by depres-
surization of AP composite propellants is developed based on
the granular diffusion flame theory of steady state burning.
The theoretical model takes advdntage of the short relaxation
time in the gas phase (compared to the characteristic times
of both the solid phase and the depressurization process it-
self) to make a quasi-steady approximation in the gas phase.
All other theories of non-steady burning in solid propellants
have likewise included a quasi--steady gas phase approximation,
but many have applied it incorrectly. The proper meaning of
"quasi-steady" in this situation is that the characteristic
reaction time in the gas phase has the same functional depend-
ence on pressure and temperature during a transient as during
a steady state. In our theory, we infer this functional form
from the granular diffusion flame theory. The GDF theory
allows us to include both the chemical reaction and the diffu-
sion characteristics of the flame in our theoretical model.
This description of the gas phase flame is then used as a
boundary condition on the solid phase. The solid phase is
described by the one-dimensional non-steady Fourier heat con-
duction equation and is integrated numerically. The theoreti-
cal predictions were obtained by using the actual experimental
pressure-time curves as inputs to the above described theo-
retical model. A predicted boundary between extinction and
non-extinction is determined for each propellant formulation.
Generally speaking, these predicted boundaries are in good
quantitative agreement with the experimental results. The
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theoretical predictions indicate that although the diffusional
processes are most important during steady state burning, the
chemical reaction processes are the important factors in de-
termining whether or not extinction will occur. It is also
shown both experimentally and theoretically that the shape of
the entire p-t curve is important in determining extinction,
but that the low pressure end is the most sensitive indicator
of extinction. Similarly, theoretical results have shown that
the shape of the complete steady state burning rate curve is
an important indication of the extinction characteristics of
a propellant, but again that the low pressure end is most sen-
sitive.

A brief study of double-base propellants concludes this
thesis. Our experimental results indicate that double-base
propellants are considerably easier to extinguish than are
composite propellants. A rough model for the burning of
double-base propellants is presented based on the limited ex-
perimental evidence which is available on the structure of
double-base flames. Although the model is rather crude, it
is sufficiently realistic to indicate that a double-base pro-
pellant (because of its grossly different flame structure) is
easier to extinguish than is a composite propellant. Conse-
quently, these results for double-base propellant serve as a
further indication of the importance of the flame structure
in determining the extinguishment characteristics of solid
propellants.

Li.1
a.
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Nomenclature

Symbol Definition

A Proportionality constant in characteristic time for
chemical reaction; dimensionless

a Proportionality constant used in steady state com-
parison with GDF burning rate formula (related to A),
dimensionless

8 Proportionality coistant in characteristic time for
diffusion; dimensionless

8 Proportionality constant used in steady state com-
parison with GDF burning rate formula (related to B),
dimens ionless

Sca 3 Integration constants

CO Nozzle discharge coefficient; dimensionless

E Activation energy cal/mole

SH (No subscript) Non-diriensional surface heat release
for collapsed surface heat release model,

H (With subscript) Non-dimensional heat release

K Proportionality constantI K° Proportionality constant, in definition of Zr

Linear differential operators used in numerical
integration scheme

L"AAKUNE Non-dimensional length of dark zone

P Non-dimensional pressure,

Q (No subscript) Non-dimensional heat release in
the flame

(With subscript) Dimensional heat of reaction, cal/g

R Non-dimensional burning rate, r/r 0

R, Guess value for R used in iterative calculation
scheme

i Universal gas constant, cal/mole 0K

7' Temperature, OK

"x Non-dimensional distance,

Z Non-dimensional space variable defined as Z*e
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Symbol Definition

a. Constant in steady state burning rate equation
*r . Also, constant in GDF steady state

burning rate equation I/* - 4A /f I4/
2" Coefficient of Arrhenius term for surface pyrolysis

rate, ae" e- Gs/g'rT

b Constant in GDF steady state burning equation,'/r = a*/. +÷ l p

SCI Specific heat at constant pressure in gas phase,
cal/g OK

Specific heat in solid phase, cal/g 0 K

Exponent in pyrolysis law used in Ref. 43

Rate of mass flow per unit area, g/cm 2sec

71 Pressure index in steady state burning rate equa-
t ion,

9Pressure, dyne/cm2

rI Propellant burning rate (surface regression rate),cm/sec

t Time, sec

* iU Gas phase velocity, cm/sec

* •Distance perpendicular to burning surface of
propellant, cm

Ot Thermal diffusivity, '/" , c

P Depressurization speed parameter for exponential

depressurizations, dimensionless

Dirac delta function. Also, a constant such that J<•i

£ Chemical reaction progress variable (describes how
far the reaction has proceeded toward completion
in per cent)

Rate of product generation,

Thermal conductivity, cal/cm sec OK

(Numerical subscripts), constants used in numeri-
cal integration scheme

S/A Microns (measurement of length), 10-4 cm
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S_•mbc i Definition

G Non-dimensional temperature, Oa(T- 7.)/(r,.-r.)

Density, g/cm3

Function of pressure only, • , used in Ref. 43

•K) Function of Pand I, shorthand notation for heat

flux from gas to solid

'" (Without subscript) Non-dimensional time,

•, ,r•.. Characteristic times for solid and gas, respec-
tively, sec

, ?, •Non-dimensional characteristic times for various
iS W C" processes as denoted by subscript

"-r, 'rT, rs (With numerical subscript) Functions of space-
variable X used in numerical integration scheme

7' Non-dimensional characteristic time, related to
" , ";, etc. above. For example L_

Constant equal to area under impulse function
representing chemical reaction term

Constant .qual to height, P E4J& of step func-
tion representing a diffusion controlled flame

Subscripts

pertains to chemical reaction character of O/F flame

pertains to diffusional character of O/F flame

conditions inside or at end of flame. When used
with P , signifies final pressure

PT Fizz zone in double-base propellant

! ' gas phase

propellant (solid phase)

Y-&a pertains to overall O/F gas phase flame

2 conditions at the propellant surface

54• gas phase side of solid-gas interface
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SSymbol. Definition

solid phase (propellant) side of solid-gas inter-
face

$,~O reference conditions at surface

$S steady state condition

T reference condition

I end of first stage (A/PA) flame in two-stage
flame model

If end of second stage (O/F) flame in two-stage
flame model

8uperscr ipts

denotes steady state condition, or mean value

iZ•-I superscript related to time in discretized equa-
tions representing solid phase for numerical
integration.

Abbreviations

AP Ammonium perchlorate,

A•/PA Ammonia-perchloric acid (reaction between decom-
" position products of AP)

)F Granular diffusion flame (model of steady state
burning)

K"TS Designation given to instability theory presented
in Ref. 43

O/F Oxidizer-fuel (refers to main combustion process
between oxidizer decomposition products and fuel
binder decomposition products)

PSAA Polybutadiene acrylic acid (fuel binder)

PACT' Polybutadiene, carboxyl terminated (fuel binder)

PZL Polyurethane (fuel binder)
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SECTION I

INTRODUCTION

This thesis is concerned with the analysis, character-
izaticn, and understanding of the non-steady burning process
which is induced in solid propellants by the rapid venting of
the rocket combustion chamber. It is well-known that the
flame in a solid propellant rocket engine can be made to go
out by suddenly opening the chamber so that the pressure drops
to ambient in a few milliseconds. The extinguishment which
is induced by such a pressure drop is characterized by the
combustion chamber geometry, the chamber L* at the moment of
depressurization, the type of propellant, and various propel-
lant properties. Most important, it is the rate of pressure
decline, and the extent of the decline that determines whether
the flame will go out. The reasons for studying this depres-
surization process are of both an engineering and a scientific
nature.

The engineering aspects are concerned with the actual
application of the depressurization process to practical situa-
tions. For example, successful stop-start operation of solid
propellant rocket motors requires some method of terminating
combustion rapidly on command, and this method must leave the
propellant grain in a condition of readiness for a new start.
Similarly, some method of combustion termination is necessary
to achieve thrust cut-off after a rocket has reached its de-
sired velocity. Several methods can be used to "turn off" a
golid propellant rocket motor. For instance, thrust cut-off
at the end of a mission can be achieved by allowing the pro-
pellant to be compl3tely consumed. Alternatively, foreign
liquids or gases can be sprayed into the combustion chamber
and onto the burning surface to cause a quench. Hc-wever,
neither of these processes is desirable if the engine is tobe re-started. One method which is attractive for both stop-

start applications as well as for end-of-mission thrust cut-
off, is to use sudden depressurization to accomplish extin-
guishment.

In addition to the engineering aspects of tnis research

program, equally important scientific aspects also exist.
The scientific aspects are concerned with using the depres-
surization process as a means to another end; namely to obtain
further understanding of the combustion processes in a solid
propellant. The depressurization transient is somewhat unique
from a scientific viewpoint in that it will yield repeatable
experimental results with much less ambiguity and data scatter
than most other experiments that have been used to study non-
steady combustion phenomena. Because of the lack of scatter,
the results from an experimental depressurization program are
quite useful for testing the validity of a theory of non-steady
burning. The only drawback is that a large number of experi-
mental depressurization firings must be made in order to have

--1--_ _ _
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a sensitive test of a particular combustion model. Since the
proper analysis of the depressurization process requires de-I

tailed knowledge of the steady state burning process, the
experimental verification of the prc-dictions of the depres-
surization analysis can serve to substantiate and extend our
knowledge of steady state burning of solid propellants as
well as non-steady burning.

With these two-fold purposes in mind, this thesis presents
both a theoretical model of the depressurization process and
the results of extensive experimental testing of the suscept-
ibility of various solid propellant formulations to extinguish-
ment by rapid depressurization. The experimental work is
aimed at determining how compositional and environmental con-
ditirns can affect the extinguishment characteristics of a
soliu propellant. The companion theoretical model is based
on the granular diffusion flame model of steady state burning,
and the predictions which are obtained from this theory are
in quite good agreement with the experimental results. Such
agreement represents further justification for the steady
state flame model that was employed, as well as to justify
the form of the non-steady theory.

Finally, it should be noted, that after flame-out occurs,
the propellant will sometimes spontaneously re-ignite after
a period of several seconds and will cofrtinue to burn until
the entire supply of propellant has been consumed. Re-ignition
is generally caused by long exposure to very small heat sources.
Typical sources for re-ignition are radiation and conduction
from hot, inert parts inside the motor, as well as from the
residual hot gases in the chamber. Residual heat left in the
solid can also contribute to re-ignition by giving rise to
slow exothermic reactions. Whether re-ignition occurs, depends
on a competition between these weak heat sources, anc similarly
weak heat losses from the solid. Althcigh a discussion and
brief analysis of the re-ignition process is included, this
thesis is primarily concerned with analyzing the so-called

"temporary" extinction behavior of solid propellants.

-2-

-I

l -2-



SECTION I1

A CRITIQUE OF PREVIOUS STUDIES OF THE
DEPRESSURIZATION PROCESS

This section describes the previous experimental and

theoretical work which has been done in the area of depres-
surization-induced extinguishment. The criticisms of the
previous theoretical analyses indicate the reasons for a
new approach and set the ground-work for the combustion
model which is described in Section III.

A. Review of Previous Experimental Work

A number of researchers have published experimental results
on extinction by rapid depressurization during the past few years.
Ciepluch(1 ,2,3) was one of the first researchers to conduct a
systematic experimental study of the eepressurization transient.
He presented his results in terms of the initial chamber pressure
decay rate (or the time required to reduce the chamber pressure
by 50% of its original value) and the initial chamber pressure.
He was able to show that a critical decay rate existed such that
any depressurization which was faster than this critical rate
(measured in terms of the initial dp/dt) would extinguish,

while slower decays would result in continued burning. He found
that this critical decay rate increased linearly with the ini-1* tial chamber pressure. He also found that aluminized propel-
lants are slightly harder to extinguish than non-aluminized

and that in general the propellant composition has a substan.-
tial effect on extinction. He further showed that propellant
re-ignition following extinction becomes increasingly less
likely as either the depressurization rate is increased or as
the nozzle back pressure is lowered.

The second iajor experimental work which has been pre-
sented in the unclassified literature is the work by Jensen
His results are quite extensive (more so than Ciepluch's) in
terms of the different fuel compositions tested. Both Jensen's
work and Ciepluch's work are referenced in connection with the
experimental results which are presented in this thesis.

Besides these two studies, a number of less systematic
experimental studies have been reported on the extinguishment
process. Ryan (6) has presented experimental results for a few
propellant formulations, but unfortunately his results are all
for initial pressures of less than ten atmospheres. Horton
has reported a number of experimental depressurization tests,
but he has used so many variables (different propellant formu-
lations, different propellant orientations, 3ifferent back

pressures, etc.), that it is difficult to deduce more than
generalized observations from his results. Similarly
Marxman( 7 , 8 ) and Cohen( 9 ) have reported a small amount of data
as have Von Elbe and McHale( 1 0 ). Reed, et. al. ( h ave
similarly presented the results of a few experimental tests,

-3-_
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"but their final chamber pressures were near or below the
lower deflagration limits of the propellants being tested.
Because of this it is impossible to determine whether the
extinguishment was due to the depressurization rate or due
to the ýDwer deflagration limit. other workers who have re-

ported some depressurization data include Fletcher, et.al.
(12,and Kling and Brulard(15)o

In the practica aspects of the depressurization testing,
Fletcher and Paulso16) have discussed a particular nozzle
design which is appropriate for experimental testing of ex-
tinction characteristics of solid propellants. A second
approach to the area change has been given by Ciepluch(l).
The method discussed in this thesis differs from both of
these.

Practical application of experimental findings to actual
flight hardware naturally requires some compromises. One
such cha<ige is that the nozzle opening time becomes quite
long. Kalt(1 7 ), Dubrow, et. al.( 1 8 ) and Coates, et. al.( 1 9 )
have discussed the problem where the rate of the area change
is important. This problem has not been considered in this

� thesis. In fact the more general problem of the coupling
between the propellant, the chamber, and the nozzle has not
been considered either. The reasons are given later. In this
thesis the theoretical approach has been to use a specified
pressure-time curve to calculate the transient burning rate.
The coupling problem is straightforward (though admittedly it
is time consuming) and can be used in conjunction with the
theoretical analysis presented herein.

Finally a paper by Slocut( 2 0 ) has discussed the possi-

bilities of using liquid extinguishants for solid propellants.
Experimental testing along with considerations such as expense
and toxicity led him to conclude that water was the best po-
tential fluid to use for producing the quench. His experimental
results indicated that a large amount of fluid was needed
to produce -iench and that significant problems had to be over-
come before such a system would be reliable.

B. The Quasi-Steady Approximation

The experimental results which were discussed in the pre-
vious subsection show that depressurization times which are on
the order of a few milliseconds are necessary to extinguish a
solid propellant. Since the gas phase characteristic time is
much shorter than this (as indicated below), most theoretical
analyses of the depressurization process have used a quasi-
steady approximation in the gas phase. This has then relegated
all dynamic effects in the problem to the solid phase. A brief
analysis of the depressurization problem shows that this is an
appropriate simplification.

-4-
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The differential equation _n the solid phase is given by

where the coordinate system is chosen as fixed on the regress-
ing surface of the solid (see Section III). By non-dimen-
sionalizing this equation, we obtain a characteristic time
which describes the length of time which is required to alter
the temperature profiL ', in the solid. This characteristic
time is *rsolid = .P/r-L where V'. is the burning rate of
the propellant at some reference pressure. Typical values
for the parameters are Dcr= .00029 in /sec (taken from
reference 21) and 1 = .25 in/sec (see data in Section IV).
Hence the characteristic time for the establishment of a
temperature profile is

's~W, = .0003/(.25)2 sec '- 5 ms

The corresponding equation for the gas phase is

Swhere d£/dt is the rate of the chemical reaction. Thus the
temperature profile in the gas phase is governed by the cor-
responding characteristic time

and assuming the specific heats in the solid phase and gas
phase are about equal we obtain

~4s ~(3)

The ratio of the thermal conductivities is approximately,5 5 (21). A n,.-inal vJfie for the density of the
solid phase is Pr = 1.5gm/cc('z', and for the gas phase
(assuming a perfect gas at a temperature of 30000 K and apressure of 1000 psia),ftg -. 0075 gm/cc. Thus the ratio ofgas to solid phase density is ='/-.005. Finally we obtain

- -c. ~ ~ or0 i sec. (4)

so that the gas phase does indeed relax much faster than the
solid phase.

One further chatacterist.;c time (which is related to this
one) is the time required for the gas phase reaction. References
23 and 24 have reported that the flame thizkness is on the order
of 0.1 mm. Hence the characteristic time for the gas phase
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reaction is approximately given by

S~(5)
-5

or lame- 5x10 sec. Thus the characteristic time for the
ga-i phase reaction is the same order of magnitude as that for
the establishment of the temperature profile in the gas phase.

Finally, we can calculate a characteristic for the gas
phase flame from the reaction rate term, I . Later in the
thesis, two relations are given for £ , one for diffusional
processes, and the other for chemical reaction processes.
(see equations 30, 33 and 34). The relations are

=e XL /Z; see

and
S= O rw; p.Q r. -

Where Q is the non-dimensional heat release in the flame
zone and is taken as about 3. These times are similar to the
other two gas phase times which were calculated above.

I Recalling again that tho.;e depressurizations which lead
to extinction must occur in a few milliseconds, we see that
the auasi-steady gas phase approximation is justifiable for
the typical depressur.zation problem, because the relaxation
time for the gas phase processes is much shorter than the
time which characterizes the depressurization process. Similar
conclusions have been reached by others (7,8)•

C. Some Incorrect Uses of the Quasi-Steady
Gas Phase Approximation

Although all the theoretical work which has been done to
date has made use of the quasi-steady gas phase approximation
in either an expressed or an implied manner, many of these
theories have applied the quasi-ste-4, approximation incor-
rectly. A lo~n series of workers ding Vonl be p
Paul,t, al. Horton(2 7 ), Wal 8, Ryan Brown,
et.jl.9, and Zel'dovich( 3 0 ), have ýadlen into the trap of
assuming that the heat feedback itself is quasi-steady. That
i- to say, they assumed that the temperature profile in the
quasi-steady gas phase is identical to the temperature pro-
file during a steady state (at the instantaneous pressure).
Although such an idea may at first seem plausible, it is
wrong. The reason it is wrong is that it neglects the pro-
cess in the problem that is unsteady. If the heat feedback
from the gas phase to the solid were quasi-steady, then the
temperature gradient inside the surface of the solid would
also be quasi-steady (because the heat transfer must be con-
tinuous at the solid-gas interface). However, some part of
the overall. system must be unsteady in order for extinction
by rapid depressurization (i.e. by dynamic effects) to occur.
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Thus the temperature profile in the solid1 must be a non-steady
profile. And if the profile in the scolid phase is non-steady,
we should also expect its gradient at the surface to be non-
steady (or at the very least, we should not specify it to be
in phase with the pressure). Therefore the heat feedback from
the quasi-steady gas phase to the: non-steady solid must likewise
be non-steady. The heat feedback must depend on both the in-
stantaneous press ,re and the rate of change of the pressure. As
a consequence we see that even though the gas phase is quasi-
steady, its temperature profile will not (in general) be a steady-
state profile because of the non-steady boundary conditions (the
heat feedback to the solid) on the gas phase.

If we then eliminate the quasi-steady heat feedback assump-
tion (but not the quasi-steady gas phase approximation) we must
add some additional information (which this list of authors did
not use) in order to uniquely specify the problc-.. The procedure
is entirely straightforward. The gas phase is quasi-steady in
terms of both flow processes and chemical processes. Hence the
analysis of the quasi-steady gas phase can proceed in a manner
which is identical to the analysis which is used for the steady
state gas phase except that the amount of heat which is fed back
into the propellant is no longer equal to its steady state value.
The actual magnitude of this heat feedback must be determined by
s-lving the non-steady Fourier -neat conduction equation rather
than by using the solution to the steady heat conduction equation
in the solid. This is perhaps seen more clearly if we consider a
thermodynamic system which includes only the gas phase. This
gaseous system is non-adiabatic in either the steady state or
during a quasi-steady transient due to the heat feedback to the
solid. However because of the quasi-steady approximation, the
same equations describe this gas phase system in either the
steady state or in the quasi-steady transient, i.e., our purely
gas phase system merely shifts through a continuous series ofsteady states during a depressurization. Meanwhile, the magni-

tude of the non-adiabatdepreat loss to the solid) is somewhat
different between steady state and transient conditions. Thus
during quasi-steady transients, we must solve the steady stateI gas phase equations with a non-steady boundary condition which
represents the non-adiabaticity of the gas phase.

One theory which does treat the hT1) feedback properly js
the Denison and Baum instability model ). This aralysis has

been applie 2 •o the depressurization transient by Marxman and
Wooldridge . The heat feedback in Denison and Baum's model
properly depends on both the instantaneous pressure and on the
instantaneous burning rate during a transient. However, they
didn't go far enough. They incorrectly used a steady state
eigenvalue for the mass flux through the gas phase. The mass
flux through the gas phase should also depend on both the pres-
sure and the burning rate. This again is due to the non-steady
boundary conditions on the quasi-steady gas phase.

D. Further Discussions of Previous Theories

As indicated in the previous subsection, the quasi-steady
approximat:-on has been used incorrectly in several instances.

-7-
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In this subsection we individually, and in more detail, describe
the previous theories which have dealt with the ex-;inguishment
process. In so doing, we point out some additional objections
to the methods which have been used in these previous studies.
Some of these objections are concerned with ill-advised approxi-
mations, but others deal with obvious errors in the models.

The theo y which have been proposed by Von Elbe (25)and

Paul, et. al. are similar and are both based on small pertur-
bation approaches. Von Elbe's analysis is very vague and is
based on physical intuition rather than on precise mathematical
reasoning. Paul's approach is more straightforward. Both theories
are based on perturbing the amount of energy stored in the solid
during a steady state. Such a perturbational solution is not
unique, nor is the method which is used for obtaining it, con-
sequently one cannot say that the methods Von Elbe and Paul
have used are "wrong". However, it is preferrable to perturb
the entire non-steady differential equations rather than to
perturb the integral solution of the steady state equation
as both of these workers did.

In both theories, the resulting equation for the transient
burning rate is of the form

r-transient= ci f v+ K Ap /Lt (6)I where
wsteady state 0- P 

(7)

Here the constant, K, depends on the obvious parameters which
non-diniensionalize the pressure-time derivative. Between the
two theories, this constant differs by a numerical factor.
According to Von Elbe and Paul, extinction occurs when the
magnitude of dp/dt becomes so large (in a negative sense) that
the right hand side of the transient burning rate expression
vanishes. Thus the perturbation quantity n(K dp/dt) must be-
come equal to the "zeroth" order term (ap ) for extinction to
occur. However, a perturbational approach does not remain
valid when the perturbation becomes of the same order of mag-
nitude as the zeroth order term. Consequently it is wrong to
use a first order perturbation solution to determine when ex-
tinction occurs. A first order perturbation solution can only
indicate when the transient burning rate begins to differ sig-
nificantly from the corresponding steady state burning rate
(at the instantaneous pressure).

Paul and his co-workers later modified the constant, K,
in their burning rate expression so that it became in effect
a function of the rate of change of the pressure, dp/dt(33).
These modifications were based on solutions to the complete

- *;, non-steady heat conduction equation in the solid and were
supposed to have the effect of including higher order terms
in the small perturbation expansion. These factors allowed
somewhat better correlation of the experimental data in some
cases.
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Finally, we raise two other objections against these two
theories. First of all both Von Elbe and Paul ignored the
experimental evidence which has 3hown that a significant
amount of heat release occurs very near to the surface of a
burning composite solid propellant (although the effect ot
this omission is overshadowed by their improper use of the
quasi-steady approximation). Second, they used a constant
surface temperature for the burning propellant. As dis-
cussed below, the constant surface temperature approximation
is acceptable from the standpoint of an energy balance, but
a constant surface temperature approximation has significant
implications on the determination of the burning rate.

When initially published, both these theories were
supposed to apply at the initial instant of the depressuri-
zation. Since then both authors have postulated that their
respective theories should be applied at the moment of ex-
tinction. Limited success has been obtained with these for-
mulas using both the initial pressure-time deriva ive and
the derivative at the moment of extinction(9,10,3 4 ). This
success is mainly due to the fact that the formulas include
some of the most important non-dimensional parameters in the
problem. The contribution of these theories is that they
offer a justification for the coimmonly used method of pre-
senting experimental data and they idtntify one important
non-dimensional parameter in the depre3surization problem.

Wallis' model( 2 8 ) includes the same basic assumptions as
are in Von Elbe's and Paul's theories, however, he has solved
the complete solid phase equation numerically, and in so doing,
bypassed some of their difficulties. Like Paul and Von Elbe,
Wallis used a constant surface temperature, included no heat
source or sink at the surface, and used a quasi-steady heat
feedback. He did not make any comparisons between his theo-
retical predictions and experimental results, but merely
indicated his model would predict extinction.

Horton's model of the depressurization process( 2 7 ) is
also similar to those of Paul, et. al. and Von Elbe in that
he too uses a quasi-steady heat feedback and a constant sur-
face temperature. Like Wallis, he numerically integrated
the complete non-steady heat conduction equation in the solid
phase as a function of the instantaneous pressure during the
depressurization process. His analysis differs from Wallis'
(note that chronologically Horton's work came before Wallis')
in only one respect: Horton included an endothermic heat sink
at the surface of the solid (latent heat). However, there is
no physical evidence to indicate that the solid decomposes
endothermically. In fact, experuients have shown that the
decomposition is exothermicM(2L,35. The predictions based on
Horton's model differ from his experimental results by as
much as a factor of five in some cases.
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Besides using his theory to predict extinction, Horton
specialized his model to apply to the "infinite dp/dt" case
so that he could infer the magnitude of the "heat sink" at the
surface. Ryan(6) also used this "infinite dp/dt" theory.
Horton and Ryan reasoned that even for a step change in pres-
sure (infinite dp/dt), a certain minimum pressure drop, 8P , is
required to extinguish a propellant. They determined this mini-
mum AP from experimental data by extrapolating the results from
a series of extinctions which had been obtained by using suc-
cessively faster depressurization rates. According to their
picture of a burning solid propellant, one portion of the heat
feedback from the gas phase goes into overcoming the latent
heat of the solid, while the remainder goes into pre-heating
the solid. The step function in pressure which would just
extinguish combustion was supposed to correspond to a decrease
in the heat feedback by an amount just equal to th3 product of
latent heat and the mass flux (before the step change in pres-
sure). The resulting lower heat flux would be just adequate to
retain the solid phase temperature profile at its original
level with no excess left to go into overcoming the latent
heat. Consequently the step in pressure would cause propellant
burning rate to go to zero in a step fashion. This poses
somewhat of a contradiction from a physical viewpoint because
the continued heat flux into the propellant would cause the
propellant to re-ignite immediately. The plausibility of such
an instantaneous change in the burning rate rests completely
upon the constant surface temperature approximation. This is
because the temperature at any point in the solid can not
change instantaneously when the heat transfer to the surface
is changed in a step-wise fashion (as can be shown from the
heat conduction equation). Thus, if the burning rate were
considered to be a function of the surface temperature (for
example an Arrhenius function) as is commonly assumed, the
burning rate could not change by a finite amount in zero time.I Hence, this "measurement" of the "latent Heat" of a solid
propellant has no meaning if we do not use the constant sur-

Iface temperature approximation.

Considerable experimental evidence has shown that both
ammonium perchlorate and t p~cal fuel binders decompose by
way of a chemical reactiony ý,35), not by a purely physical
process. For such a chemical decomposition, the burning
(decomposition) rate would certainly depend on the temperature
of the material; an Arrhenius function would be mcre realistic
than a constant surface temperature approximation (see dis-
cussion in Section IV-A). Nevertheless for the typically high
activation energies which have been reported experimentally( 2,35),
the surface temperature changes by only a small amount for
relatively large variations in the burning rate. Thus, the

4 constant surface temperature approximation is a good approxi-
mation as far as the energy equation itself is concerned, but

* its variation is very important for determining the burning
rate. If the surface temperature is held constant, the burning
rate must be determined from the heat flux rather than from
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I the temperature of the decomposing sclid propellant. This
can give the transient burning rate solution a completely
different character than when it is based on the surface
temperature.

A final comment on the "infinite dp/dt" analysis con-
cerns the quasi-steady approximation. If the pressure change
is truly infinite, the gas phase cannot certainly be treated
in a quasi-steady manner. However, the term "infinite" is
a relative term. It implies the relaxation time of the solid
must be much, much longer than the characteristic time which
describes the pressure change. On the other hand, the quasi-
steady assumption requires the process time to be much longer
than the gas phase reaction time. This restricts the char-
acteristic time of this "infinite dp/dt" process to within
a very narrow region (if such a region exists). Consequently
not only did Horton and Ryan use the wrong quasi-steady
approximation in their "infinite dp/dt" theory, the required
depressurization processes are probably so fast that the
quasi-steady approximation is not applicable in the gas phase
anyway. The gas phase should probably be treated in a non-
steady manner for the "infinite dp/dt" case.

Zel'dovich( 3 0 ) also discussed the "infinite dp/dt" model.
His reasoning was identical to both Horton's and Ryan's and
the criticisms of their work apply to Zel'dovich's work also.

As indicated above, the theojy)by Marxman and Wooldridge
is based on the Denison and Baum(- instability model which
properly recognizes that the heat feedback should depend on
both the pressure and the burning rate during a transient.
Marxman improved the Denison and Baum theory by recognizing
that, from both a physical and a mathematical standpoint, a
surface heat release is important in the transient burning
process of a solid propellant. However, his first attempt
at including the surface heat release led to a violationh of the first law of thermodynamics--he assumed the total heat
release was constant and independent of pressure, but his
model predicted that (despite this assumption) the flame
temperature increased with pressure. He later modified his
description of the surface heat release so that the laws of
thermodynamics were satisfied, but he did so in a completely
arbitrary manner. The amount of heat which is released at
the surface (in his model) increases with the surface temper-
ature in an Arrhenius fashion. He "borrows" this increase
in the surface heat release (with increasing steady-state
pressure and surface temperature) from the main flame zone.
Consequently the amount of heat released in the main flame
decreases in an Arrhenius fashion as the steady state pres-
sure is increased. Further, since he has no physical basis
on which to found this surface heat release, its magnitude
is completely arbitrary. For instance, he has no manner of
deciding whether the surface heat release should increase or
decrease with a change in the propellant oxidizer loading.
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Fletcher(12,13"14) did not offer a theoretical model
describe the extinction process, but instead used measured

values of the chamber pressure during a depressurization to
back-calculate the transient burning rate during the depres-
surization. This calculation was performed by a simple non-
steady mass balance on the chamber. By mieasuring the chamber
pressure as a function of time, he was able to determine the
net mass outflow (i.e., the difference between outflow and
inflow) which was necessary to give the current chamber pres-
sure. From simple nozzle calculations, he determined the
total mass outflow and consequently inferred the mass inflow
(and transient burning rate) during the depressurization.

His results indicate that during a depressurization, the
transient burning rate first rapidly increases (to a value
equal to about twice the initial steady state burning rate)
before decreasing and going to zero. The height of this peak
in the burning rate increases with the speed of the depres-
surization. As indicated above, this calculation I's straight-
forward, but a consideration of the numbers involved shows
that it is completely meaningless.

As an example of this calculation, consider a combustor
which is burning at a steady state pressure. For definite-
ness we take this pressure to be 1000 psia, and the corres-
ponding nozzle throat area to be one centimeter squared. For
the depressurization ýrocess this nozzle area is suddenly
openee tc (say) 5C cm (this ratic of 50 to 11 is typical of
area ratiks used in the experimental work presented in this
thesis). If we assume the large throat area chokes instan-
taneously, the mass outflow will increase by a factor of 50
over its previous value while (at least instantaneously) the
inflow will remain at approximately th.% value it had just
before the nozzle was opened. Before the nozzle Js opened,
the mass inflow due to combustion is just equal to the mass
outflow due to the nozzle. Thus, at the instant after the
nozzle is enlarged by 50 to 1, the ratio of mass outflow to
inflow is likewise about 50 to 1. That is to say

J i or .02

and this 2% is the unknown which we wish to calculate. This
represents the fallacy in Fletcher's calculations. The para-
meter he is trying to calculate influences the parameter he
measured by only a small percent.

Again taking a definite case, suppose our p-t curve re-
quires a net mass outflow of 48 units/sec. at a given instant
of time. Thus, if the total mass outflow is 50 units/sec.,
the inflow will be 2 units/sec. However, consider the effect
of the nozzle CD. For the typically small experimental nozzles,
a knowledge of CD within 5% is good. Thus suppose our nozzle
which ideally flows 50 mass units/sec. (for CD 1.0) actually
has a CD = .96. Then the total mass outflow becomes 48 units/sec.
(instead of 50 units/sec.) so consequently the mass inflow is
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zero. Smaller CD's would give negative mass inflows.

'Thus we see that lack of precise knowledge of the nozzle
CD'S can give large e:crors in the back-calculated burning
rate. Further errors enter because the pressure measurement
is never exact and from the simplifying assumptions which
must always be made in any analysis. All these conditions
are such that the faster the depressurization (the larger
the area change) the larger will be these errors. Con-
sequently Fletcher's calculations (which were made with a
of unity) are meaningless. It is further of interest to
note that the predictions given in this thesis (which were
obtained by a completely different calculation method) in-
dicate that, opposite to Fletcher's results, the transient
burning rate is always below the steady state burning rate
which corresponds to the instantaneous pressure. There is
no possible mechanism to explain how the burning rate could
possibly increase over the steady state value it had before

L [the depressurization (although it could conceivably be above
the steady state burning rate ccrresponding to the instan-
taneous pressure).

Kling and Brulard(1 5 ) have used the same method to back-
calculate the burning rate during a transient as did Fletcher.
They too used a nozzle % of unity and like Fletcher's, their
calculated burning rate increased at the initial part of the
depressurization. They wrongly attributed this increase to
erosive burning effects, the actual cause is the same as in
Fletcher's calculations.

In Wooldridge and Marxman's latest publications(8,36)
they coupled the combustor and the nozzle to the burning
solid propellant during a depressurization transient by
means of the energy equation and the continuity equation. This
approach has not been followed in this thesis. It is felt that
the coupling merely adds a source of uncertainty to the compari-
sons between the experimentally observed extinctions and the
theoretically predicted extinctions, i.e., discrepancies could
be attributed to either the combustion model or the description
of the gas dynamics processes in the chamber and nozzle. In
this thesis the experimentally measured p-t curves have been
used rather than introduce the conservation equations for the
combustion chamber. (For the pressurization problem which
Wooldridge and Marxman also worked on, the chamber coupling
becomes of utmost importance because of the possibility of
large overshoots in the burning iate. The difference between
rapid depressurization and rapid pressurization is that during
depressurization, the mass inflow due to continued burning is
always smaller than the nozzle mass outflow. The opposite is
true for pressurizations. In pressurizations the mass inflow
must exceed the mass outflow.)
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E. Steady State Burning Rate Theories Underlying the
Various Depressurization Models

We conclude our discussion of previous depressurization
models with a consideration of the steady state theories on
which these transient analyses are based. The theoretical
representation of the steady state burning rate is important
in the depressurization analysis because of the quasi-steady
approximation. Those theories which assume the heat feedback
is quasi-steady (references 25 through 29) bypass the need for
any description of the flame. Thus they can be dismissed in
this discussion by noting that all of them use a heat feedback
which is proportional to the steady state burning rate which
is in turn expressed by the Vielle burning rate relation,

= Kpn . rss pn (8)qFeedback P ap
To fit the complete steady state burning rate curve of vir-tually any propellant, the burning rate index, n, must be
allowed to vary with pressure. In these simple theories, it
could be taken as an empirical function of pressure, although
to date, all predictions based on these t.eories have used a
constant value of n.

As indicated, Marxman and Wooldridge have been more
correct in their usage of the quasi-steady approximation and
consequently in their theory (as in ours) the structure of the (31)
gas phase flame is very important. Following Denison and Baum
they described thr: gas phase flame as a pre-mixed laminar flame
and then used the Von Karman eigenvalue (37) as the speed of this
pre-mixed flame. The reaction order was related to the Vielle
burning rate index, n, and was determined empirically. In
order to fit the steady state burning rate as a function of
pressure over the entire pressure range, they allowed the flame
activation energy to be an arbitrary function of pressure (8).
Thus their steady state burning rate expression is of the form

-SS (-) (9)

First of all, we note that a composite solid propellant is
not at all pre-mixed on a molecular level. Consequently there
is no a priori reason for believing that upon decomposition of
the solid phase these heterogeneous products mix instantaneously
(in comparison with the chemical reaction). In fact the op-
posite could just as well be true; the diffusional mixing of
these heterogeneous products could be so slow in comparison with
the chemical reaction that the flame effectively behaves as a
purely diffusional flame. The granular diffusion flame theory
(which is used in our model) allows both chemical reaction and
diffusion to occur simultaneously. Very extensive experience
with this (GDF) steady state formulation has shown that at
normal rocket pressures, diffusion is a more important process
in a composite solid propellant flame than is the chemical
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Sreaction (38) Hence, it would be more appropriate to use a
flame speed formula from a diffusional flame than to use
Von Karman's pre-mixed flame eigenvalue. (Note the two1 separate objections which we raise here. First, a solid
propellant flame does not behave like a pre-mixed flame.
Consequently a pre-mixed flame theory is not appropriate.

Second, even if the flame were pre-mixed, the mass flux
eigenvalue as determined from the steady state would not be
the correct eigenvalue for the quasi-steady transient.)

One physical indication that diffusion is important in a
composite solid propellant flame is based on the experimental
observation that propellants with small oxidizer particle
sizes burn much faster than propellants with large particle
sizes (when both propellants have the same oxidizer to fuel
ratic), This fact is clearly shown in the steady state burn-
ing rates which are included in this thesis as well as in
the burning rates of Steinz( 3 8 ) and many others. This is
readily explained by the GDF theory because as the particle
sizes become smaller, diffusion should occur over smaller
distances and hence be faster so that the propellant burns
faster. A theory which is based on a completely pre-mixed
flame can give no plausible explanation for the particle
size effect.

Wooldridge and Marxman explain their variable flame
activation e;...2rgy by pointing out that a soli- propellant
flame is composed of a complicated series of reactions whose
average activation energy is given by EF. As the combustion
pressure changes, various reactions assume differing amounts
of importance so that the average activation energy changes.
Wooldridge and Marxman have further justified the variable
activation energy by saying that it doesn't vary by very
much. It is indeed correct that the average activation energy
could change, but it would be just as appropriate to hold the
activation energy fixed and allow the pre-exponential factor,
a' , to vary with pressure. However, the pre-exponential
factor would have to vary by large amounts to give the same
effect as the small variation in activation energy.

Steinz(39) has presented a thorough discussion of steady
state burning. His results show that the GDF theory accurate-
ly fits the steady state burning rate behaiior of most (am-
monium perchlorate-based) composite solid propellants that
have fuel binders that do not melt "readily" on the burning
surface, i.e., tuels that burn with z relatively dry surface.
Typical examples are PBAA, PBCT and PBAN. The GDF theory
does not fit the burning rate behavior of propellants which
contain fuel binders that do melt on tie surface; the poly-
urethane binders are a class of fuels which fall into this
class. Steinz's results also show that for the "dry" fuel
binders, the GDF theory holds for :'normal" AP particle sizes,
but begins to break down when the AP particle sizes become
larger in diameter than the depth of the heat-up zone in the
solid. For these large particle sizes, non-one-dimensional
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effects are important. Similarly the GDF theory does not
fit the burning rate behavior of spverely under-oxidized
propel.lants. Fortunately, most composite solid propellants
of practical interest nave high enough oxidizer loadings,
and small enough AP particle sizes that their burning rates
do fit the GPF theory.

In summaary then, the GDF th'4ory utilizes two free con-
stants for the burning rate expression. These constants are
determined empirically. The burning rate correlation which
has been proposed by Wooldridge and Marxman, equation 9,
utilizes two free constants and an arbitrary function, and should
fit any experimental data. Further Marxman and Wooldridge
have ignored the effect of diffusional mixing on the flame.
As indicated, diffusional mixing is very important in a
composite propellant flame.
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SECTION III

CONSIDERATIONS OF THE RE-IGNITION PHENOMENON
FOLLOWING TEMPORARY EXTINCTION

A. Reasons for Studying "TemTorary" Extinctions

When a burning solid propellant is subjected to a rapid
pressure decrease, the propellant flame will behave in one of
three different ways, depending on the depressurization rate.
For relatively slow depressurizations, the propellant will
simply resume normal steady state burning at some lower pres-
sure. However, if the rate of pressure decay is increased, a
critical rate will e•-entually be reached above which the flame
will extinguish, bat for pressure decays which are only slightly
faster than this critical rate, the propellant will usually re-
ignite after a short delay. That is to say, the propellant will
crease burning for a period of from one to ten seconds and will
then re-ignite and continue to burn until the entire charge of
propellant has been consumed. A further increase in the depres-
surization rate reveals the existence of a second critical rate
above which re-ignition does not occur. For these relatively
fast depressurization rates, the propellant flame then remains
permanently extinguished. Thus, we can visualize two "extinc-
tion" boundaries, such as -he ones which are shown schematically
on Fig. 54. We shall distinguish the three diffeilent end re-
sults by referring to them as "non-extinctions", "temporary ex-
tinctions", ancl "permanent extinctions", respectively, as indi-
cated on the figure.

In a stop-start rocket motor, the only extinctions which
are of interest are permanent extinctions (for obvious practi-
cal reasons). However, in this thesis, we have chosen to in-
vestigate the boundary for temporary extinctions, not permanent
extinctions. In order to justify this choice, we must consider
carefully the causes of re-ignition, and the energy sources
which are responsible for re-ignition. It can be shown, both
theoretically and experimentally, that the "temporary extinc-
tion" characteristics can be -connected in a fundamental way to
the properties of the particular propellant and the structure of
its particular kind of flame, whereas the increase in depressuri-
zation rate required to achieve permanent extinction depends
sensitively on the residual sources of radiant heat in the chamber
at the moment of termination, and therefore on factors which
vary from one type of motor geometry to another and from one
size to another. It was the purpose of this particular research
project to investigate the connection of extinction phenomena
with propellant combustion properties, i.e., to conduct a re-
search project aimed at combustion processes, and not at the
characteristics of a particu.ar motor. For this reason, the
phenomenon of "temporary extinction" was chosen as the focus
of attention. The problem of permanent extinction of -, motor
is considered to be a separate prcobiem, worthy of investiga-

tion in its own right. The achievement of extinction of a
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motor (i.e., non-.ce-ignition) can be solved only after the
process of temporary extinction (i.e., flame-out) is solved.This is the reason for doing this particular research on the
limited, but basic, problem of "temporary extinction".

As its name implies, re-ignition is an ignition phenomenon,
and as such, it requires a source of energy. Since the re-igni-
tion takes place in a hot propellant, t$he amount of energy which
is necessary for re-ignition is less than the amount of energy
that is required to ignite a cold propellant. Further, since
the observed re-ignition times in practical rocket motors or in
the usual experimental combustor are very long (on the order of
several seconds), the heat flux which produces the re-ignition
in such chambers must be quite small in magnitude. We canvicualize several potential sources which could supply a small

heat flux over a long period of time. Among them are conduction
and radiation from the residual hot gases in the combustion cham-
ber and radiation from the hot inert parts of the rocket motor.
One further possible energy source is present because of the

thermal profile in the solid. The energy stored in the propel-
lant can cause it to undergo a slow exothermic decomposition
which can eventually raise the propellant temperature high
enough to initiate rapid decomposition and combustion. Any of
these possibilities can be the dominant source of re-ignition;
it is obvious that all of them must contribute in some part to
the re-ignition process. If any one of these small heat sources
should be allowed to act over an unlimited period of time, the
propellant would always eventually re-ignite. However, it must
be realized that non-adiabatic factors are also present; heatlosses to the surroundings also occur.

Before we make a more thorough investigation of the sources
of the re-ignition energy, let us consider some experimental
and theoretical observations which have been made pertaining
to the re-ignition phenomenon.

Ciepluch has presented some experimental results which
show that the occurrence of re-ignLtion depends on the operat-
ing conditions i?3yhe rocket motor, both before and after the
depressurization . In tests conducted in an altitude chamber,
he showed that re-ignition will not occur if the back-pres-
sure to which the rocket motor exhausts is sufficiently low.

This minimum back-pressure (about .25 atm for his experiments)
is considerably above the lower deflagration pressure of the
propellants he was testing ( is about 0.04 atm for those
compositions). Ciepluch's Fig. 3, which we have reproduced as
our Fig. 55 shows that the boundaries for permanent extinction
and for temporary extinction are identical at low back pressures.
At higher back pressures where re-ignition occurs, there is a
sharp increase in the depressurization rate which is require-3
to cause permanent extinction, whereas the depressurization
rate for temporary extinction remains about the same as for
low back pressures. Ciepluch suggests that the occurrence of
a minimum in the back pressure necessary for re-ignition is due
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to the fact that the energy required to ignite a pro •elant
increases rapidly as the ambient pressure is reduced . At
lower back pressures, he argues, the available circumstantial
heat sources become insufficient to cause re-ignition. Ciepluch's
results also show that, in the region in which temporary extinc-
tions occur, the time duration between flame-out and re-ignition
increases as the depressurization rate is increased. Thus, de-
pressurization rates which are only slightly faster than the
critical depressurization rate for temporary extinction lead
to re-ignition after a relatively short time interval, whereas
depressurization rates which are nearly as fast as the critical
depressurization rate for permanent extinctions lead to re-
ignition after a relatively long time interval.

Wooldridge and Marxman tested one propellant at each of three
back-pressures and, like Ciepluch, they found that the time which
elapsed between a temporary extinction and the enjng re-igni-
tion increased as the back-pressure was decreased . That is
to say, they found that re-ignition became less likely as the
back-pressure was lowered. They also reported that re-ignition
did not occur at their lowest back-pressure (i.e., infinite
time between extinction and re-ignition).

Very recently McDermott and Isom hiave reported(94 results
of some re-ignition tests in a flight-weight engine .Their
results showed that although the back-pressure was below the
lower deflagration limit, the propellant could still re-ignite
because an "off-gassing" effect could raise the chamber pressure
above the lower deflagration limit for the particular propellant.
This "off-gassing" effect is due, of course, to decomposition
of the (extinguished) propellant, which is caused by heat trans-
fer from hot inert parts inside the rocket motor chamber and
residual heat in the propellant, and perhaps by exothermic re-
action. Measurements of the rate of loss of mass by a hot (non-
ignited) propellant were determined from separate experimerts
to justify this "off-gassing" effect. It should be remarked
that the exothermic decomposition accompanying the off-gassing
would also tend to promote re-ignition. McDermott and Isom
tested two identical motors. One motor contained a type of
internal insulation which induces low levels of radiant energy
to the propellant surface from the hot inert components. The
other motor contained insulation which gave relatively high
radiant heat transfer to the propellant surface. The motor
with the low radiation level did not re-ignite, but the motor
with the high radiation level did re-icnite. This shows that,
for their motor, radiative transfer was an important source of
energy for the re-ignition phenomenon, over and above the ex-
othermic reaction sourc • that was undoubtedly present, too. An
analytical investiaaticn of the reT-nition process has been
presented by Lelimann and Schneiter- . Their model predicts
the time required for temporary extinction and for re-ignition
to occur in the presence of various levels of constant heat flux
to the propellant surface. (Their analysis is not concerned
with the depressurization rate required to achieve extinction.)
The heat flux is modeled as being either radiative (absorbed in
depth) or co.vective (absorbed at the surface) in nature. In
their calculations, Lehmann and Schneiter assume that both the
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burning rate and the heat feedback from the gas phase to the

solid go to zero instantaneously at the moment that the pres-
sure decay is initiated. Specifically, they solve the Fourier
heat conduction equation (without a convective term),
avat Wp 0 *tT/ XL , in the solid phase; they use an initial
temperature profile that corresponds to the original high pres-
sure steady state temperature profile; and they use a heat flux
boundary condition that is constant (in time). The magnitude of
the heat flux to the propellant is chosen to be representative
of the radiative heat fluxes from the hot, inert parts inside a
typical rocket motor which has just extinguished. By solving
the problem in this manner, their results are, of necessity,
independent of the rate of the pressure decay; their predictions
depend only on the initial chamber pressure (burning rate) and
the magnitude of the (very small) heat flux. A more realistic
approach would be to use the results of our depressurization
model (or a similar one) to determine which initial temperature
profile to use for their re-ignition moeal, i.e., start the re-
ignition calculation after an extinction model had predicted
that temporary extinction would occur. Because the residual
temperature profile in the solid depends on the rate of the
pressure decay, such re-ignition predictions, which in turn
would depend on the initial temperature profilP \ould then
become dependent on the pressure decay rate. (no call that
the time interval between temporary extinction and re-ignition
depends on the rate of the(gyessure decay, as has been shown
experimentally by Ciepluch-, and others.)

An example of the effect of sub-surfac 6Eactions on re-
ignition has been described by Mayer, et al .. They found
some chemical methods whereby the initial exotherm which is
observed when ammonium perchlorate is heated slowly in a DTA
experiment could be delayed to higher temperatures, or even
eliminated from the temperature range just below ignition.
Preliminary tests of propellants which had been treated by
one of these methods showed that the tendency to re-ignite
was suppressed. This indicates that slow decomposition re-
action in a hot (but TegNyited) propellant can also affect
re-ignition. H. Wise and his colleagues have worked
for some years to measure the amount of heat generated and the
kinetic rate of this exotherm, in the expectation that it alone
can explain ignition and burning. However, it is easy to show
from their data that insufficient heat is generated to account
for ignition in millisecond times (the usual case for start-up)
or for burning rates of the order of 1 cm/sec. However, their
thermochemical results can account for slow re-ignitions.

Additional insight into the re-ignition phenomenon can

be obtained from some of the work on ignition processes. The
basic difference between ignition and re-ignition processes isthat the initial temperature profiles in the solid are different

for the two cases. In the normal ignition case, one usually
considers a cold propellant which is uniformly at ambient tem-
perature, but in the re-ignition case, the propellant is hot.
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As mentioned above, the actual temperature proftie in the solid
following a transient extinction is determined by the speed and
shape of the pressure decay curve, the transient flame character-
.stics of the propellant, etc. Our extinction model predicts
this residual temperature profile in the solid following an ex-
tinction {as will any other complete theory of extinction).

An interesting ignition case which closely parallels the
re-ignition process is the marginal ignition transient of a
rocket motoy 6 9ue to low igniter energy flux) or the "hang-fire"
case. Most has observed in rocket engine tests that, if
the igniter source is cut off when only a small part of the
propellant surface has ignited, the rate of flame spread drops
to nearly zero for a long period of time (as much as 500 ms),
simply because of the sharp decrease in the heat flux to the
propellant that occurs when the igniter is terminated. However,
after a period of apparent inactivity, the flame rapidly spreads
to cover the remainder of the propellant surface, and normal
steady state burning is obtained. During this "incubation"
period, the non-ignited portion of the propellant is slowly
heated by the flow of hot gas from the weak flame which exists
on the nearby (ignited) portions of the propellant surface.
However, Most has found that in order to match theoretical
predictions of flame spread rate with observed experimental values,
it is necessary to also include a condensed phase energy source.
The magnitudes of the heat release which are necessary to pro-
duce agreement with experimen 16 measurements are about the
same as those deduced by Stei from steady s•g4 burning.
They are also the same as those used by Krier- and in this
thesis. Thus it appears that condensed phase reactions can
ha-.;. measureable effects(9 6)long ignition (or re-ignition)
cases. Frazer and Hicks have presented some numerical solu-
tions to an ignition model in which distributed reaction was
considered in the solid. For appropriate combinations of ig-
niter flux and duration, their predictions showed that the
surface temperature of the propellant would drop for a time
(following igniter cut-off), but would then recover and in-
crease agai T6 "til their ignition criterion was reached. Beyer
and Fishman have presented the results of some arc-image
igniter experiments which were designed to determine the minimum
energy requirement for ignition. In these tests, they routinely
obtained ignition after the radiation source had been cut off.
These delayed ignitions seem to be qualit~gyely in accord
with •1%theoretical results of both Most and Frazer and
Hicks

Baer and Ryan( 7 1 ) have presented some data on ignition
characteristics of propellants which are exposed to very low
radiant heat fluxel. Their experimental results show that
fluxes of 5 cal/cm 2 sec produce ignition in about one second.
Fluxes of 2 cal/cm. sec produce ignition delays of about ten
seconds. These measured ignition times establish the order
of magnitude of radiant flux which will lead to ignition in
a cold propellant aftf-, about the same delay which is observed
in re-ignitions following temporary extinctions in combustors
such as ours.
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These results which we have cited above suggest that the
re-ignition process is affected by the "boundary conditLons"
on the experiment. For instance, the magnitude of the radiative
heat transfer will depend on the motor geometry, the types of
materials that are used inside the motor, the length of time
the motor has been operating at steady state conditions, etc.
Specific-ally, the motor geometry will determine the size of the
radiating area at the source. The type of material used will
determine the surface temperature of the radiating surface; a
non-conducting material will retain heat on its surface and
will radiate strongly, whereas a metal will allow the heat to

* diffuse away from the surface and so will radiate less energy
because of its lower surface temperature. The length of time
at steady state operation previous to depressurization can be
very important also, because it will strongly affect the tem-
perature of the internal parts. For instance, in an actual
application, the motor may operate for as long as a minute be-
fore being stopped, while in a laboratory motor, a steady state
operating time of only 0.1 sec. may be used.

Similarly, heat conduction from the hot gases to the pro-
pellant, and heat losses from the propellant surface can depend
on the motor geometry, etc. The heat release from slow sub-
surface reactions inside the propellant will depend on the tem-
perature profile in the solid after extinction occurs. This
final temperature profile in the solid depends on the shape of
the depressurization p-t curve and on the level of the final
pressure, as is shown later in the thesis.

Because of these factors, we see that measurements of perman-
ent extinctions which are taken from different laboratory experi-
ments can be compared with each other only if exact data are
taken on all these "boundary conditions" to make sure that they
are the same in each experiment. Specifically, the motor should
be made from the same materials and should have the same geometry.
Further, the steady state operating times, previous to the de-
pressurization, should be identical. In order to apply the re-
sults from permanent extinction tests to practical motors, one
would, in principle, have to carefully correct the permanent ex-
tinction results for the re-ignition sources and sinks which were
present in the laboratory motor. These corrected data would then
have to be corrected a second time to incorporate the effects of
the re-ignition sources and sinks in the desired practical rocket
motor (which would in all likelihood be quite different from
those in the laboratory motor).

Temporary extinctions in cold motors, on the other hand,
are independent of the small incidental heat sources which cause
re-ignition. (This would not be so if the incidental heat sources
were intense.) To apply the results of temporary extinctions to
a practical motor, one need only correct the data for the re-
ignition sources which are present in the practical motor. (Of
course, making such "corrections" as are indicated here and in
the previous paragraph can be quite a task and would undoubtedly '

require experi-iental testing of the actual motor '-o characterize
those re-ignition sources. Our results can, however, be used to
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understand which processes are important in the extinction and
re-ignition processes.)

The above discussion represents the justification for deal-
ing with temporary extinctions in this thesis. The experimental
measurements of permanent extinction tell you nothing of either
extinction or re-ignition (for tle particular experimental "boun-
dary conditions" chosen). They only show you the results of both
effects, combined together in some undetermined manner.

Several experimental "fringe benefits" are obtained by
choosing temporary extinctions in a cool motor, fired for only
a short time, as the criterion of interest. Primary among
these is that much less data scatter appears in the results.
This is because the small heat sources which can lead to re-igni-
tion under more practical circumstances can sensitively affect
the re-ignition results. For instance, a few large hot carbon
flakes adhering to the chamber walls after depressurization may
be enough to lead to re-ignition, whereas one carbon flake may
still leave the net heat flux to the propellant negative. A
second advantage is that the heat transfer is very difficulL to
calculate during the period between extinction and re-ignition
because of the small heat losses and gains. Consequently, tem-
porary extinction is much easier to predict with reasonable
accuracy.

B. Theoretical Analysis of Re-Ignition

Our experimental depressurizations were conducted in a
thick-walled, stainless steel motor, and, in addition, we used
very short run times (about 100 ms). Both of these factors should
tend to diminish the effect of radiative heat transfer on the
observed re-ignitions. Ciepluch has estimated that the heat
transfer to the solid from the residual hot gas in the chamber
is only sufficient to raise the su ce temperature of the pro-
pellant a few degrees F per second . Since we have gas tem-
peratures which are similar to the ones he used in his calcula-
tions, heat conduction from the gas phase to the propellant
would probably be small in our problem also. Consequently, one
important energy source which is left to cause re-ignition in
our experiment is probably the slow exothermic decomposition of
the hot (but "extinguished"' propellant (similar to the reaction
McDermott and Isom considered to be responsible for the "off-
gassing" effect, (d•¶ 6 milar in magnitude to the heat release
measured by Wise ). However, some preliminary calculations
of the time interval between flame-out and re-ignition have shown
that these reactions alone are not sufficient to produce the re-
ignition times which are observed experimentally.

Estimates of the re-ignition time were obtained by solving
the diffusion equation with an appropriate heat source as a
boundary condition. In non-dimensional form, we have

1 (10)
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with the boundary conditions

a.--

where sma, represents heat received by the propellant surface
from the environment.

Our theoretical model for temporary extinctions (which
is discussed in Sections IV and VI) includes an exothermic
heat release which is placed right at the surface. This heat
release represents the combination of the exothermic decom-
position of the ammonium perchlorate and the endothermic de-
composition of the fuel binder. To be consistent, we have
used the same magnitude of this heat release for the energy
of decomposition in the very much slower process of re-igni-
tion. Because the decomposition rate i-. so slow, and because
we view it as a solid-phase reaction (with possibly very little
change of phase) we have ignored the convective term in the
energy equation (see Section IV for complete equation). As a
further approximation, the distributed reaction was lumped into
an effective heat release occurring right at the surface, whose
rate is given by an Arrhenius function of the surface tempera-
ture. (Various approximate ways of including the effect of 172
distributed solid phase heat release have been given by Culick'-72).-l The initial condition for this re-ignition problem is the tem-
perature profile in the solid phase at the moment of extinction.
This profile is determined from the temporary extinction model,
and yields

G (Xo)= (X) (12)

where FCX) is a numerically tabulated function.

The partial differential equation, 10, can be converted
to an integral for 7•yusing the exact solutions given by
Carslaw and Jaeger (pages 58 and 62) as

f. i e-X/Y
+ (13)
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where •C)is the temperatutre gradient at the surface of the
solid, i.e., JC) = (4G/dXd),p o This integral equation can
then be solved numerically. However, since only the surface
temperature appears inside the integral, we need only solve
for the surface temperature as a function of time. Thus we
have

ecdi~ (14)ifI
The solution to this integral equation then gives us the be-
havior of the surface temperature as a function of time follow-
ing extinction. Since this model is adiabatic (no heat losses
are considered) it will always predict re-ignition.

Some numerical solutions to equation 14 have been obtained,
and are presented in Fig. 56. These results show the manner
in which the re-ignition time increases as the non-dimensional
speed, ,, of the depressurization is increased. For example,
near the temporary extinctions limit (i.e., for values of a
which are just barely fast enough to cause temporary extinction
to occur), the re-ignition time increases very rapidly with
small increases in the depressurization rate, W . Thus, accord-
ing to these results, the depressurization rate that extinguishes
a propellant and yet allows it to re-ignite just 0.1 seconds
later is only very slightly less than the rate which keeps it
extinguished for times on the order of seconds. For large re-
ignition times the opposite is true. The reason for this is
that the depressurization rate only serves as an initial con-
dition on the re-ignition calculation. For long re-ignition
times, the initial condition has occurred so far away in time
that it has only a minor influence on the re-ignition time.
The figure also shows that the re-ignition time is strongly
affected by the environmental heat sources that are present.
Once temporary extinction has occurred, the tiv..e required for
re-ignition to take place is most critically dependent on the
external sources of heat that are present, but it is also
mildly dependent on the depressurization rate that caused
the temporary extinction. This( Atially justifies the ap-
proach by Lehmann and Schneiter , in which they predicted
re-ignition times without even considering tie depressuriza-
tion rate. However, it is preferable to also include the ef-
fects of the depressurization. Nevertheless, in order for
permanent extinction to occur, the rate of depressurization
must first be sufficiently fast to cause temporary extinction
to occur. Once temporary extinction has occurred, the inci-
dental heat sources must be weak enough that they do not cause
re-ignition.

Some typical, residual temperature profiles in the solid
phase at the onset of temporary extinction are shown in Fig. 57
for several different exponential depressurizations. As can
be seen the faster depressurization rates leave more shallow
temperature profiles in the solid than do the slower deprr-s-
surization rates. (These solid phase temperature profiles were
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used as initial conditions to make the re-ignition predictions
described above.) Several steady-state profiles are also
sho-wn (dashed lines) for visual comparison.

aeExperimentally, re-ignition times of more than ten seconds

are generally never observed. Thus we conclude that predicted
rerignition times of more than about ten seconds are equivalent
to permanent extinctions because, over time periods this long,
the heat losses (which we have ignored) would prevent re-igni-
tion from occurring. Note that, if we choose 5 seconds as the
criterion for permanent extinction, we can define a boundary
for permanent extinction, having in mind a certain very small.Sheat loss rate. If, however, we declared that the heat loss

rate is still smaller, we could just as well pick 10 seconds
re-ignition time as our criterion for permanent extinction.
But these two theoretical boundaries happen to be relatively
far from each other (see Fig. 56). This illustrates the point-1 that, if the hypothetically small heat losses from the propel-
lant are still further reduced so that longer re-ignition times
are observed, the permanent extinction boundary is quite strongly
affected. As we have indicated above in our discussion of per-
manent extinction, the result is very sensitive to the practi-
cal motor conditions.

Throughout this thesis, we have presented the boundary
* for temporary extinctions for which the re-ignition time is
on the order of a few seconds. That is to say, a depressuri-II zation rate which is very near, but just above, any of our
reported extinction boundaries will leave the propellant tem-
porarily extinguished for sevcral seconds. This is the mean-
ing of our temporary extinction boundaries.

We should also note that we could use our temporary ex-
tinction model to calculate re-ignition by s'imply continuing
our computer calculations for long times after the propellant
has temporarily extinguished. However, since re-ignition
times are some 100 times longer than the temporary extinction
times, this would mean computer operating times (IBM 360/67)
on the order of hours. The cost of this would be prohibitive,
so the alternative method described above has been used.
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SECTION IV

COMBUSTION MODEL FOR DEPRESSURIZATION ANALYSIS

In this section the theoretical model for the transient
combustion process is developed. The depressurization analy-
sis requires a fairly elaborate description of the gas phase
processes because of the wiee range of pressure conditions
which are encountered duriig the depressurization transient.
The granular diffusion flame theory provides such a descrip-
tion as discussed below. The development which is presented
here follows Reference 40 closely. An earlier version of the
theory was given in Reference 41.

A. Physical Formulation of the Combustion Model

In formulating the combustion model for the depressuri-
zation analysis, we visualize a semi--i.nfinite, homogeneous
propellant which is burning oii its surface ir. a one-dimensional
manner (see Fig. 1). The one-dimensional approximation implies
that the thickness of the temperature profile in the solid
phase, and the thickness of the gas phase flame are both large
in comparison with the effective rough MY dimension of the
regressing propellant surface. Steinz has estimated the
surface roughness of a burning solid propellant as being less
than il0. The flame thickness is on the order of 0.1 mm (10%l)
as noted in Section II. The solid phase heat-up zone thickness
is given by xavtp/r, and taking ., .8OcI/s and %r-.s5ci/s"
(which are typical values, see Section VI), we find AXf 0*OM
at about 1000 psia. Consequently a one-dimensional approxima-
tion is not a bad approximation. For low presg67s and burning
rates it becomes increasingly better. (Steinz has concluded
that a one-dimensional approximation can be used as high as
1500 psia.)

The approximation of a homogeneous solid phase, requires
that the solid phase heat-up zone LD large in comparison with
the effective heterogeneity of the propellant. The best mea-
sure of the heterogeneity is the mean AP particle size. Most
of the propellants which were used in the experimental work
for this thesis were composed of 70% - 180p AP and 30% - 45P
AP (by weight). This indicates there were 4 or 5 times as
many of the smaller AP particles than of the large- Thus we
take 45j1 as an effective measure of the heterogeneity in a
solid propellant. Consequently, at high pressures, the hetero-
geneity is of the same order of magnitude as the thermal pro-
file depth. However, the homogeneous approximation is still
applicable, because the burning surface is so much larger than
the average particle size that local differences are averaged
out over the burning surface giving the effect of a homogeneous
propellant.

The one-dimensional combustion wave which is used for the
theoretical model of the depressurization process, pictures
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a sub-sureace heat-up zone in the solid, an exothermic surface
heat release, and a gaseous oxidizer/fuel (O/F) flame (see
Fig. 2). The solid phase is described mathematically by the
non-steady Fourier heat conduction equation. Because of its
non-linearity, this equation is solved numerically. The solid
phase is coupled to the gas phase by the heat flux at the solid-
gas interfac•.. Part of this heat flux comes from the O/F flame i
while the rt- comes fi•om the surface heat release.

Following Steinz and Summerfield (22), this "surface" heat
release is subdivided into an endothermic decomposition of the
solid occurring right at the surface, followed by an exothermic

j gas phase reaction occurring very close to the surface (very
thin with respect to the O/F flame thickness) (See Fig. 2.).
The endothermic process decomposes the fuel into gaseous vapors
and decomposes the ammonium perchlorate into ammonia and per-
chloric acid. The exothermic process represents the very
rapid reaction of these last two components, ammonia and oer-
chloric acid, in an ammonia/perchloric acid (A/PA) flame, in
Swhicb the gaseous fuel acts oaly as a diluent. At high pres-
"%ures this A/PA flame is effectively- collapsed and, being very
thin. all its heat release is conducted back into the solid
(hence the term "surface" heat release). However, at low pres-
sures, the A/PA flame becomes distended (finite kinetics) and
only a portion of its heat release 3 conducted back into the
solid; the remainder is carried downstream into the Toyequent
oxidizer/fuel flame by the gaseous products. Steinz has
shown that the kinetics of this A/PA reaction are not slow
enough to cause it to distend significantly, VXcept at pres-
sures of about one atmosphere or lower. Thus the effect of
the distended surface reaction is important in those extin-
guishment cases in which the theoretical results are to be
compared with experiments which were conducted by exhaustin,
to sub-atmospheric pressures. Since all of our experimental
data were cbtained by exhausting to atmmospheric pressures, and
since extinction normally occurred some 10 to 20 psi above
ambient, we have used the collapsed surface heat release ap-
proximation in all cases. For completeness, the equations
for the distended surface reaction are given in subsecticn IV-E.

This A/PA flame is sufficiently exothermic to make the over-
all process at the surface appear exothermic. The extent of
the exothermicity of this "surface" heat release increases with
the. AP content of the propellant. At normal AP loadings, about
two thirds of the heat received by the solid phase comes from
this surface heat release. The second-stage oxieizer/fuel
flame contributes the remainder of the heat tc the solid phase.

Finally, the granular diffusion flame theory(42) is usedI along with the proper application of the quasi-steady gas phase
analysis to describe the gaseous oxidizer/fuel flame and to
de ace the heat feýedback from the gas phase. In order to
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apply tbe GDF theory to the particular type of transient
which typifies the depressurization process, a slightly dif-

ferent interpretation of the GDF model is necessary. This
modification is discussed below. The reason for choosing
this physical model of the solid propellant flame is that
the GDP' model includes both the diffusional mixing and the
chemical reaction characteristics of the flame. Both of
these processes are important in the depressurization process.

B. The Granular Diffusion Flame Model for the Depressurization
Transient-Collapsed Surface Heat Release Model

The coordinate system which has been chosen for the analy-
sis of the depressurization process is taken to be fixed on
the burning propellant surface so that the solid is translat-
ing at a veiocity,y-(t), !qaal to the instantaneous burning
rate of the propellant (see Fig. 1). The energy equation for
the solid phase can ther be written as

(15)

The surface pyrolysis rate is given by the usual Arrhenius law,

r Eye- AN/7S(16)

Experimental measurements of the surface temperature of a burn-
ing solid propellant have been attempted by several investiga-
tors. A compilation of these experimental results is given
in Fig. 24 of Reference 80. Although the data scatter between
the various experiments is corsiderable, there is a decided
increase in the surface temperature as a function of pressure.
From these results, we conclude that as the burning rate in-
creases, the surface temperature increases, but that large
changes in the burning rate (pressure) are required to cause
a small change Ln the surface temperature. This evidence
seems to suppor: the use of an Arrhenius relation between the
burning rate and the pressure. In addition, the complex hydro-
carbon chain of which the fuel binder is composed, decomposes
into small gaseous fragments at the surface. The return of
these fragments to the complex solid phase is virtually impos-
sible, so that a one-way decomposition, such as our Arrhenius
function, seems quite plausible for the bi.nder (i.e., there
is no mass flux from the gas back into the solid). A similar
argument holds for the ammonium perchlorate for a different
reason. It is generally accepted that AP decomposes by dis-

Ssociative sublimation to gaseoiis ammonia and perchloric acid,

and that two gases react violently upon decomposition (because
they are mixed on a molecular level) to form oxygen rich pro-I ducts. They probably react so rapidly that there is little

[ chance for the ammonia or perchloric acid to return to the solidphase, so that the ammonium perchlorate decomposition is also

a one-way (far from equilibrium) process.
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J. The surface heat release is treated by the collapsed
approximation that was described in the previous subsection
(i.e., the entire heat release is deposited right at the
surface), so that the surface heat release appears in the
heat balance for the solid-gas interface. (Section IV-G pre-
sents the equations for a distended surface heat release,
and it is shown there, that by taking the limit as the surface
heat release zone goes to zero length, one obtains the equa-
tions described in this subsection). The heat balance at
the solid gas interface is

Is ~(sr rfps -(17)

Tq the gas phase, the contXxituity equation is given by

Ct = (18)

and the energy equation takes the form

L *fcu +q~p~, (19)

With regard to conservation of momentum in the gas phase, it
is assumed that v scous terms are small, and that the velocity
is much less than the speed of sound, so that the momentum

A equation may be replaced by the statement that the pressure
is constant across the thickness of the flame zone. We also

3e the perfect gas law in the gas phase,

Ta p(20)

We now invoke the quasi-steady gas phase approximation.
As mentioned previously, this approximation implies that the
time derivatives of the gas phase fluid dynamic equations are
small and can be neglected. Thus the continuity equation
(Eq. 18) becomes the simple one-dimensional, steady stat= re-

S.-lation
95 (21)

and the gas phase energy equation becomes

of X- *,r I- a +0° (22)

IF. By defining the following non-dimensional variables

H c- CrC7•-T.f) .,T,,.-T.)

::.... R :r/ to t / •,,/ ; PC/ ,,/ o (23)
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we can re-write Equations 15, 17, and 22, in a more convenient
non-dimensional form. The equation for the solid phase, Eq. 15,
becomes

6  + ()C = (24)

The heat balance at the solid-gas interface, Eq. 17, becomes

__ 14 R (25)

and the gas phase energy equation, 22, becomes

d~a ~, ~ + QePeo
dX (26)

This gas phase equation must now be integrated in order to
determine the heat feedback from the gas to the solid. We
can symbolically perform such an integration by considering
Eq. (26) to be a first order ordinary differential equation
having(d*/JJ as a dependent variable. This integration gives

/•s 2-, C, A(27)RXX

Although (dSedX)5 is not identically zero in the transient
case, the approximation is made that

f•) A$ <4, c (28)
wx/f (%m#I~,

Physically, this approximation implies that the amount of heat
which is conducted from the flame to the burned gases (i.e.,
in the downstream direction) is much less than the amount of
heat which is conducted upstream into the cooler propellant.
The reason for this is that the downstream gases are at nearly
.he same temperature s the local flame temperature (bec;;use

they have just emerged from the flame themselves, whereas the
surface is considerably cooler than the flame (by virtue of
the exothermic reaction that is taking place inside the flame),
and so, the amount of heat conducted from the hot flame to the
ccol solid is much larger than the amount of heat conducted
from the hot burned gases to the hot flame. The negative ex-
ponential also enters in such a way as to strengthen the in-
equality; the exponential term is always less than unity.
Thus the equation for the heat feedback, Eq. 27, becomes

(dIrfQ.pc~g e" Al c (29)

In order to proceed further, we need an expression for
the (spatial) reaction rate of the oxidizer/fuel flame. Fol-
lowing the GDF theory, we visualize two limiting cases. In
the first case, tb-B burning is considered to be completely
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controlled by diffusional mLxing (such as would be the case
at high pressure and high temperature). For t his limiting
case we represent porj;, as a step function

1 , 0 4, X s 2 (;(30'W
PS i.;F; = X XZ•

In the second limiting case, the burning is considered to be
controlled by the chemical reaction (low pressures and low
temperatures). Here we represent p5 £~as an impulse: functionoccurr ing at X =X, and having the area Wm Ii e•.) PSr = W.&rC-Xj)"

This corresponds to allowing all the reaction to take place
at the highest temperature.

The magnitudes of the two constants, 46 and WWF , must
be determined such that the proper amount of heat is released
in the flame. A heat balance carried out over the entire gas
phase (43) gives

and, by integrating Eq. 26, the gas phase energy equation, from
zero to minus infinity, we obtain

i+ KLO _L9S] " 4"- f ''P, j(9-x"= (26a)

Re-arranging both Eqs. 30 and 26a we find

~' C E 09F -05 z1 ,
C1  R k)(X)s, (30a)

€if 9 C7~J~C 1 A (26b)

By comparison of Eqs. 30a, and 26b, we find

f~ J = f(r/o ) (32)
0

Thus for the chemical reaction controlled flame

20 o

orfor N ,=, (9rro:/o<) R (33)
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And for the diffusionally controlled flame,

~P ijf -i ~ J dX ~&j;X

or

S~(34)

Functional forms for the characteristic times of these
two limiting cases are given in Ref. 42. In terms of our non-
dimensional variables, these are

( Iv (35)

and

Z 513~

where A and B are constants to be determined from the pressure
dependence of the steady state burning rate of the particular
propellant. In keeping with our quasi-steady gas phase assump-
tion, we postulate that these same functional forms hold during
the (quasi-steady) transient as well as during the steady state.
During the transient we simply use the instantaneous values of
the pressure, flame temperature, and surface temperature. Thus
conciseLy, our quasi-steady assumption implies (a) the steady
state fluid dynamic eqlations hold (the time derivatives in the
gas phase are negligible), and (b) the combustion process has
the same temperature and pressure dependence during the transient
as during the steady state (the combustion process is quasi-
steady). However, the gas phase does have a non-steady char-
acter which arises from the non--steady surface boundary condi-
tions, and which results in a ion-steadv condition at the down-
stream edge of the flame.

Having obtained zxpressions for the pressure and tempera-
ture dependence of the two limiting flame types, we now choose
a simple combination of their characteristic times to define
the characteristic time of the overall solid propellant flame.
Let
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This choice is identical to that used in the original GDF for-
mulation (40) but it is expressed in a different form. This
combination was originally picked because it recovers the pro-
per pressure dependence at the low and high pressure regimes
of steady state burning, and also because of its simplicity.
It has since been shown to be the best such (simple) combina-
tion and represents the pressure dependence of the burning
rate quite accurately for a wide range of composite solid pro-
pellant formulations (38).

For our transient analysis, we must add one further exten-
sion to the GDF theory. In order to integrate the gas phase
energy equation, we need some combination of gjcv and Wjif .
By analogy with the GDF assumption, we choose to weight these
two functions by the square root of their characteristic times.
Thus the spatial dependence of the overall reaction is described
by

b , Al •dckAYXX--•If j t(38)

The justification for this choice is that it has the desired
limiting behavior as we go to either the purely diffusional
controlled limit, or the purely chemical reaction controlled
limit and provides a smooth transition between these extremes.
Further, this form is normalized so that the proper amount of
heat is always evolved. Finally, it is an algebraically man-
ageable expression.

Returning to our Eq. 29 we can now perform the indicated
integration by using Eq. 38. We find

(39)

and if we consider 2 as an average gas velocity, we can wsume
that la 1-XF/ Ac. or in non-dimensional form,

R=Pif (40)
PA2 C.

From this we obtain the final form for the heat feedback from
the gas phase,

?i dO) O~fZ7'4- l~e t~fI~c~r (41)

A relation for the flame temperatIlre is given in Eq. 31,

-'-~~-(~v)& ) /(42)49 ,- 0, + Q 4- / 1

-34-

---- -- - - - - - --.-- ------ --



of this gas phase model. First of all, we are dealing with a

solid which is inhomogeneous. Thus the gaseous decomposition
products will likewise be unmixed and will include separate
"pockets" of oxidizer and of fuel vapors. Before chemical
reactions can occur, these constituents must mix by diffusion.
At low pressures, this diffusional mixing will occur rapidly
whereas the chemical reaction will be relatively slow. At
high pressures the converse will be true; the chemical reac-
tion will be rapid while the diffusional mixing will be rela-
tively slow. The existence of these two pressure limits must
be accepted, although they need not both be important. For
example, the "high" pressure limit may occur so los, in pres-
sure that the chemical reaction is always so fast tnat it is
never important in normal solid propellant burning. Sim.ilarly,
the low pressure limit may occur so high in pressure that, at
normal pressures, diffusion is so fast that the flame always
behaves as if it were pre-mixed. Our problem is to determine
at which pressures these two processes are important, and to
do so, we use the GDF theory. Extensive previous experience
with the GDF theory (38) has shown that at normal, high pres-
sure, steady state burning, the flame is primarily controlled
by diffusion; the chemical reaction is considerably faster
than the diffusional mixing. However, at pressu-es around one
atmosphere the chemical reaction begins to become the more
important process.

In addition to its pressure dependence, the chemical re-
action will have a stiong dependence on the flame temperature
through an Arrhenius term. A decrease in the flame temperature
will measurably slow the chemical reaction. Diffusion will
be only weakly dependent on the temperature. During the de-
pressurization transient the flame temperature drops consider-
ably below its steady state level so that the chemical reaction
becomes markedly slower, and eventually as the point of extinc-
tion is approached, the chemical reaction becomes the dominat-
ing process in determining whether or not extinction will actu-
ally occur. The analytical form we have chosen for the descrip-
tion of the gas phase flame allows for the change-over from a
diffusionally controlled flame (at high pressure, steady state
conditions) to a chemical reaction controlled flame (at low
pressure, transient conditions). (Note that in order to evalu-
ate the chemical reaction part of the flame accurately we must
know the low pressure steady state burning rate behavior of
the propellant, because at high pressures the chemical reaction
characteristics aice so rapid that they scarcely influence the
pressure dependence of the burning rate.)

C. Application of the Depressurization Model to Steady State
Burning

The depressurization model developed above includes two
constants, A and B. These constants are to be determined
from the steady state burning rate of the particular propel-
lant of interest. In order to determine these constants, we
now specialize the equations of our combustion model to apply
specifically to the steady state case.
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During a steady state condition, the solid phase is des-
cribed by the ordinary differential equation (set the time
derivative equal to zero in Eq. 24)

d0 (43)S2CIJX

The cold end boundary condition requires that
S( i•) = 0(4 4 ) •

Interface conditions require that

-HR (45)

and

Sp - g5I (46)

The general solution of Eq. 43 is
@()=C, + 1e. e- 4X (47)

By applying the cold end boundary condition (Eq. 44) and the
temperature matching condition at the solid-gas interface
(Eq. 46), we obtain

n (48)

By differentiation, we find the gradient at the surface of the
solid,

AS, (49)'.X~s, e

The heat balance at the surface then requires that

(50)

In the previous sub-section, we integrated the gas phase
energy equation (under the quasi-steady approximation) and
obtained (Eq. 41)

)~ 'e 4 ~g~e7 - (51)

For the present steady state case we merely replace the general
non-steady gradient (a&/•)sj by the specialized steady state
"gradient which is giv.e in Eq. 50 above. Thus we obtain the
relation .1

-~~--- -R ZrfCF AI~ ~UC)fg 1
4-H (52)
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These equations are used in conjunction with the experimentally
measured pressure dependence of the steady state burning rate
to determine the burning rate constants, A and B, in the manner
described in the following paragraphs.

For completeness, we group (and re-number) the equations
which are used to solve for the burning rate constants, A and
B. The specific equations are the pyrolysis relation (Eq. 16);
the relations for the two characteristic times (Eqz.. 35 and 36)
and the combination of these two times to form the character-
istic time of the overall flame (Eq. 37); and the steady state
heat feedback equation (Eq. 52).

P E FI -r '/r - )](53)

ex (54)
relation, -q. 16.

13 Fitr-O YlrEo P(5

= C,,(56)

R

-' -, (57)

Note the Eq. 53 is the non-dimensionalized form of the pyrolysis

The reference surface temperature, The, and the reference
flame temperature, 7f., are assumed known, as are the flame
activation energy, Er, the surface activation energy, Es, and
the surface heat release, H (see Section VI-A). The steady
state flame temperature is determined as a function of pres-
sure from adiabatic flame temperature calculations for the
particular propellant composition. The steady state burning
rate is known as a function of pressure from experimental mea-
surements. Thus the only unknowns in this set of equations
are the burning rate constants, A and B.

SThe determination of the burning rate constants, A and B,
proceeds as follows. First, a par-.icular pressure at which
the burning rate has been measured, is chosen. The correspond-
ing surface temperature is calculated from the pyrolysis re-
lat ion, Eq. 53. The flami. temperature is determined fromAkA

d -37.-
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adiabatic flame temperature calculations._ An arbitrary value
is then chosen for the constant, A, and tc*& is then calzulated

f from Eq. 54. The constant, B, is then calculated from Eqs.
55 and 57 (by iteration). (Note that if the burning rate
were measured at only one point, our system would have an
arLitrariness in it, such that for any "A" chosen, a corres-
ponding "B' could b- found. However, the pressure dependence
of the burning rate is used to remove the arbitrariness.)
Then, using the same arbitrary value for the constantA, cor-t responding constants, B, are found for the experimental burn-
ing rate at each of the measured pressures. The mean square
deviation from the average value of B is then determined.
Successive values of the constant, A, are chosen until some
value of A is found which minimizes the sum of the mean square
deviations of each of the calculated constants, B (at each pres-
sure at which the burning rate had been measured), from the
average B (for the particular value of A). The "A" and the
average "B" at this minimum are taken as the "best" fit of
the steady state burning rate theory to the measured burning
rate data. In actual practice, a decisive minimum was always
found (except as noted Li Section VI-B).

It is interesting to now compare this modified version
* of the GDF theory with the standard GDF model for steady state

burning. These models become similar when the product el?'
is greater than (say) two. In such a case we can neglect the
exponential terms, because

e (58)

With this approximation, the feedback Eq. 52 becomes

65 •---H --
-r t (59)

If we further consider the flame temperature and the surface
temperature as constants (which is a good approximation duringsteady state), we can write the expressions for the character-istic times as (see Eqs. 54 and 55),

-,

alP , 0.'h (60)

"so that the steady state burning rate is approximately given by

_ RtA Ia,(61)

Neglecting the pressure dependence of the fourth power of the
indicated ratio of the characteristic times, tlis expression
is of the same form as the standard GDF burning rate expression,
namely
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In a steady state situation, the approximation,e
holds from high pressure down to nearly atmospheric pressure,
because although R decreases with pressure, the characteristic
time increases with pressure. However note that during the
depressurization transient this exponential cannot be ignored.
In extinguishment case-, R goes to zero while remains
finite. Hence during extinguishment e-ema in,

L. Comparison of Present Depressurizat ion Model to the KTSS
Model

• A theory of non-steady burning has previously been pub-lished by the Princeton group (43). This previous model,

which will be referred to here as the KTSS model, is intended
for the analysis of combustion instability problems. In this
sub-section we present a comparison between the theoretical
[model which is presented in this thesis and the KTSS model.
The difference between these two mode:' is in the handling of
the quasi-steady gas phase. Because the instability problem
is concerned with small excursions about some mean burning
level, the instability model need be only a local theory (in
the sense that it applies to only small changes in pressure
and temperature). The depressurization problem on the other
hand, requires a more global analysis because the analysis
must apply all the way from normal operating pressures down
to atmospheric (or sub-atmospheric) pressures. The depres-
surization analysis must also deal with large flame tempera-

[ -ture variations.

In the KTSS analysis of the gas phase, they derive a re-
lation for the heat feedback which is of the form

I (63)

where the term, kp), is a function of pressure only, wbich
is determined from the steady state burning characteristics
of the -ropellant. TheA argue that the exponential term is
negligible at high pressures, and hence can be ignored. From
steady state relations, they evaluate qkr) as

But as noted before (see Eq. 50), the steady statp. heat feed-
back from the gas phase to the solid is given by

(Žie) (50)4
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S4cP) -- 9 ( (65)

and the KTSS feedback law is (for the transient case)

In the K ,S , . .. (66)

In the KTSS model, a steady state burning rate equation of the
form Arpb was vsed, and the pyrolysis law was of the form,
Rvs'- , where m is a constant. Thus the KTSS feedback equa-
tion is

U 19 S') 1%G - -- - = 6 7 )

where P is the steady state surface temperature correspond-
ing to the instantaneous pressure P.

Returning to our depressurization model, let us, for re-
ference, re-write Eq. 41 which specifies the heat feedback
from the gas phase during a transient.

QR SI (41)
The corresponding equation for steady state burning is (re-
arranging Eq. 52) _&-/

-e r- (52a)

In order to obtain the KTSS feedback law, we now make the ap-
proximation that the flame is purely diffusionally controlled
and hence that

X7
so that as a consequence

Thus the transient and steady state feedback Eq. 41 and 52a
become - o

~ -
(68)

S•, (69)
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Now, as in the KTSS development, we neglect the exponential

terms in Eqs. 68 and 69, and we have for the transient case

=~ (70)

whereas for the steady state equation we have

Q (71)

By comparison with the KTSS theory, ve see that their #(F) term
(Eq. 65) in non-dimensionalized form is equivalent to O/Tf,- in
our development. Thus if we assume * ; i.e., if we ignore
the temperature dependence of the diffusional time we have

L 5/3

T; (72)

Hence for the transient feedback we have

which is identical to the KTSS feedback law, Ec. 67, wben
written in the linearized iorm (in which the exponential term
is drcpped)

~(RN (67a)
In summary we see that if we neglect the chemical-rea:-tion-

rate part of our model, and if we drop the temperature dependence
of the diffusional time, we will obtain the KTSS feedback law
as a special case of our depressurization model. At high pres-
sures, the approximation rj"p'1-7 2' 'I does indeed hold, so
that a small perturbation solution of the depressurization
model at high pressures would be similar to the KTSS small
perturbation solution. However at low pressures (which are
generally not of interest in instability) the two models
would predict quite different results because the chemical
reaction term could no longer be ignored.

Despite the fact that the chemical reaction term can be
legitimately ignored in the instability problem, it cannot be
ignored in the depressurization analysis. As we have indicated
before, the chemical reaction term is the most important term
in determining whether or not extinction will occur. Also the
GDF steady state theory is a better representation of the
pressure dependence of the brrning rate over the wide pressure
ranges of interest than is the RaP'formulation which is used
in the KTSS model.
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Finally it should be pointed out that the linearized form
of the KTSS feedback law, Eq. 67a, can never predict extinction
because the entire feedback expression is multiplied by a fac-
tor of I/R. Thus as R approaches zero, the heat feedback be-
comes infinite so that extin-'tion can not occur. A similar
problem is encountered if we try to use the straight line inte-
gration of the gas phase energy equation as was done in the
original formulation of the GDF theory (42). It is for this
reason that we have had to modify the integration of the gas
phase in our development of the GDF model for the depressuri-
zation analysis.

E. The Vichnevetsky Numerical Integration Procedure

The numerical integration procedure which was used for
the solution of the solid phase eqy~on (Eq. 24) is based on
a method suggested by Vichnevetsky . The method consists
of initially discretizing the time coordinate so as to obtain
a system of ordinary differential equations in the spatial
coordinate X. The resulting equations are non-linear due to
the presence of the burning rate term, R. The normal method
for solving these ordinary differential equations is to choose
a guess value for the burriing rate, R, and obtain the solution
of the ordinary different-.a! equation and then use the solu-
tion to guess a better valuce for the burning rate. Thus
eventually the solution is found by iteration. However each
time a numeriial value is chosen for the burning rate, the
resulting equation becomes linear (i.e., the non-linear term

A it. replaced by a constant). Vichnevetsky's method uses this
fact to sepazate the se, 9nd order equation into three first
orat--r ordinary different .il equations by means of linear dif-
ferential operators. These fitst order equations are then
integrated numerically in such a direction (i.e., either posi-
tive or negative) as to make the integration stable. The
resulting system is computationally stable as has been shown
by Vichnevetsky. Stability has also been shown empirically

by comparing results obtained with the Vichnevetsky integration
with the results of standard numerical integration schemes
which are easily shown to be stable. An outline of the method
follows.

Rewriting Eq. 24 for the solid phase

-V + (24)

and the corresponding boundary conditions,

Oe.•) =- 0(44)

•[/•I"(74)

where 'P(R,P) is the function given in Eq. (41). Representing
the time derivative by a finite difference approximation, we
obtain the ordinary differential equations
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+- R - AT (75)

We then replace the unknown R by a "guess" value, Rg, and ob-
tain a linear, constant coefficient equation. Hence we can
identify the linear operators L, L1 and L2 as

L d % /CdXz + /JX !1  (76a)

1_,= d/JX- x - (76b)

i. L•. I/dE " A. (76c)

where L 1 and L are defined such that
1 L2 2'SL = L1L 2 L L21, 1

(the operators are commutative). The values for Aitz are

Let ;% be the positive definite root, and At the negative de-
finite root. We now define three new functions Z ,? ?,'.T() and
{C3 (X) such that they satisfy the equations

~~L Lz( (CI r--d, /CIX) - 0•zT..•
(s (78b)

and since

and L EL .] -L,t[I,?T.)j = ,fo] o (80)

we see that any linear combination of To and w%:ill satisfy
the differential equation. Hence we set
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We must now pick the boundary conditions forZ ,i., and Tis
such that 8' , as defined, will satisfy the required boundary
conditions. First we note that in order to obtain stable in-
tegrations, we must integrate the L operator in the negative-X
direction and the L operator in thl positive-X direction. In
this manner the solation we obtain will always be of the form
e-AX (where A*>o) so that any error will decay exponentially
as the integration proceeds. (Note that if our solution were
of the form e+M, and we integrated in the positive--X direction,
any errors would grow without bound, however, by integrating
from infinity to zero any errors decay.) Thus, we will want

to specify boundary conditions for ?'t. and T3 at X=O (and
integrate positively), but we must specify the boundary condi-
tion for 1r, at X=v (and integrate negatively). This also
allows us to satisfy the split boundary conditions without
iteration.

By substitution it can be shown that the following choices
for the boundary conditions for the functions "F, • T' and ?'3

)--'3o) C- .'"LO) (82)

will satisfy the boundary conditions which have been specified
for 0G' (Eqs. 44 and 74) provided we choose the constant C3 as
indicated below. Substitution of th,- boundary conditions into
Eq. 81 gives

+c. Ce3 LC@C 0* = (83)

and

o C (84)

Now, the equation for ?Z(X) can be solved analytically to give

T, (.) = e85)

and since W4LO we see that IVOO)--O, so that the first condi-
tion, Eq. 83, on &' is satisfied, because 'rCo) is also zero,
see Eg. 82. From equations 78a and 78b we see that

sZ, / : - 1"Z"' 3 111 =D (86a)

dZ/ = (86b)
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Inserting these in Eq. (84) and solving for 3 , we find

C 4it, P) -2ZC) (87)SC3 - "(87)

and using the boundary conditions, Eq. 82, we have

4OR, P) - A,.,o) - Az 4o)

Thus we can solve for the functions Z 3 and Zz by integrating

in the positive-X directicn. Then, knowing TZ$, we can solve
for I', by integrating in the negative-X direction. From these
we can determine the constant C3 and then tabulate the non-
dimensional temperature, 8'", as a function of X.

In the actual integration, the fourth-order Runge-Kutta
method of integration was used. This method is advantageous
in that it requires no starting routine. Rather than apply
the cold-end boundary conditions at infinity (which is impos-
sible in a numerical solution), the boundary conditions were
applied at some "large" value of X. The actual position at
which the boundary conditions were applied was determined by
calculating the depth (intS the propellant) at which the tem-
perature would drop to 10 times its value at the surface
if the current burning rate were a steady state burninq rate.
As the burning rate drops during the depressurization, the
temperature profile penetrates deeper and deeper into the
solid. Correspondingly the number of intervals used in the X
coo:dinate during the depressurization was increased as the
burning rate decreased (the interval size was held constant).

SWhen the non-dimensional buriiing rate dropped lower than about

R=.05, the number of X intervals was no longer increased.
(Specifically, the cold end boundary condition was applied
at a non-dimensional depth X = 10/R, when R _s the instantaneous
non-dimensional burning rate. The actual physical depth at
which the boundary condition was applied, is given by p/Ve.
Using the same value for the thermal diffusivity which is
used throughout the rest of the thesis, namely p =.00029 in

/sec., and using a nominal value of .25 in/sec for the re-
ference burning rate, r., we find for the two extremes, R = 1.0
and R = .05, that the cold-end boundary condition is applied
at depths of 0.01 inches and 0.20 inches respectively. In
our experiments, propellants which were .5 inches thick were
used. Consequently, these dept-s for the cold-end boundary
condition seem acceptable, i.e., they are still inside the
propellant.) The number of mesh points used in the X coor-
dinate varied between about 150 and 1600 for any given depres-
surization. Variations in step size and number of steps showed
this approximation was adequate.

A variable time step was used in the computer solution.
For each computer run, the comtputation was started with an
initial time step, AT = 0.01, in non-dimensional units. As
the computation progressed (and the magnitudes of the time
deriNatives decreased) the time step was gradually increased
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to a maximum step size of AT= 1.0. Various checks of this time
step interval indicated that it was adequate. The checks con-
sisted of using constant time steps, and of halving the time
step interval. If the time step were increased by very much
over the magnitudes indicated above, the computed results be-
gan to show a weak dependence on the size of the time step
which was used. The numerical results based on the Vichnevetsky
integration were also compared with numerical results which
were obtained by using the more conventional finite differenc-
ing method for Eq. 24, namely the explicit method'+ -" 1-26! +. ,._ . + S.,

•' (90)

where superccripts represent the time coordinate, and subscripts
represent the spatial coordinate. The intearation by means of
Eq. 90 requires a stability condition, Al A * z A , and
this condition was observed in the calculations based on Eq. 90.
The results of the Vichnevetsky integration agreed very well
-with the integrations based on Eq. 90.

A final check on the numerical solutions was to ascertain
that the computer program would calculate steady state condi-
tions (without drift or off•_t) at each of several pressure
levels. These steady state checks were of especial useful-
ness because the complete steady state solutions could be ob-
tained analytically, so that a direct determination of the com-
puting error could be made. Thus, this check was used to en-
sure that no programming errors, algebraic or sign errors, or
computational errors were present in the final computer program. .
The steady state checks were made in two ways. First, an ini-
tial temperature profile corresponding to a given pressure
level was input to the computer as an initial condition. Tne
corresponding pressure was then input as a forcing function
independent of time (i.e., the pressure was specified as a
constant for all time). The check consisted of observing that
the calculated results did not drift from their initial values
as time progressed. This steady state check was run for a
sufficient time to ensure that very slow drift rates were not
present (specifically, the steady state was computed for time
intervals which were similar to the time intervals necessary
for the prediction of extinction). The second steady state
check was to ensure that, after starting from one steady state
profile, the computer solution would eventually move to the
proper second steady state profile, if the pressure were held
constant at the level corresponding to the second steady state
profile. Thus, of the two steady state checks, one ensured
that, given an initial steady state, the transient computer
solution would maintain that steady state without drift (if the
pressure were held constant). The second ensured that the com-
puter solution would "home" towards a desired steady state
level if it were started at some other level.

Conceptually speaking, the overall calculation process
for the transient burning rate as a function of time, proceeds
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as follows. At any given time step in the solution, the tem-
perature profile in the solid for the previous time is known
as a tabulated function of the spatial coordinate, X. For
the first time step, the temperature profile at the previous
time is just the initial condition; for all other times, it
is the most recently calculated temperature profile. To ob-
tain the temperature profile for the next instant of time, an
initial guess value for the burning rate is first chosen.
The heat feedback from the gas phase to the solid is then cal-
culated for the particular guess value of the burning rate.
Then the equation for the solid phase, Eq. 75, which is now
linear (since R(t) has been replaced by a constant) is solved
as indicated above to give the temperature profile in the
solid. The surface temperature corresponding to this profile
gives a second value of the burning rate through the ArrheniusII pyrolysis relation, Eq. 53. This burning rate is then compared
with the previously guessed value of the burning rate, and a

; new guess is made for the burning rate. This establishes an

iterative loop which proceeds until the guess value of the
burning rate is within a certain, specified tolerance of the
calculated (from the pyrolysis relation) burning rate. Eq. 24
and its associated boundary conditions, Eqs. 41 and 44 were
programmed in the Fortran IV computer language (according to
the method described above, see Eqs. 75, 78, 81, 82, and 88)
and was solved on the following IBM computers; the IBM 7094,
the IBM 360/30, the IBM 360/67, and the IBM 360/91. An aver-
age computation time for one depressurization was about 30seconds on the 360/67 computer when a Fortran "H" compiler

S~was us ed.

F. Plausibility of Transforming From an Infinite Domain to
a Finite Domain for the Numerical Solution of the Solid
Phase

In several previous studies (4, 8, 43) which dealt with
non-steady burning of solid propellants, an exponential co-
ordinate transformation of the form Z = e-X has been used to
transform the semi-infinite solid into a finite domain (0 at ).
If we apply such a transformation, Eq. 24 takes the form

The numerical solution of the problem in this coordinate system
is made simpler because of the fin-te domain. However we also
note that this form of the equation has a singularity at Z = 0
(the cold end). This singularity can create problems which
will more than offset the convenience obtained by eliminating
the semi-infinite domain. One example of the type of problem
this singularity can introduce is seen by considering the
steady state solution. An analytical expression can be obtained
for the steady state solution, hence we can make an exact
error analysis of a numerically determined steady szate solu-
tion by a simple comparison. Of course, even if our numerical
scheme predicts the correct steady state solution, we cannot
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infer that it will produce correct transient solutions, but
* i certainly the converse is true; if our numerical scheme pre-

dicts incorrect results for a steady state, it will also give
incorrect transient predictions for excursions between twosteady states.

Thus we consider the solutions of the equation

jj (1ik) =0 (92)

with the boundary conditions

S. =0 (93)

IIR A

I
- (94)

where we have chosen to apply the cold boundary condition,
Eq. 93, at Z =4 (where -•c I ) rather than at Z = 0 in order
to show the importance of this boundary condition. The solu-
tion of Eq. 92 which satisfies boundary conditions 93 and 94 is

(95)

The "exact" solution (for the cold boundary condition applied
at Z = 0) is given by setting S'=6 is this expression, i.e.,

RNote that because of the Z term, this oteady state solution
is non-analytic at Z = 0 except in the special case when R is
an integer. However, the application of finite difference
methods to the solution of this problem assumes the solution
can be expanded in a Taylor's series at every point. (Alter-
natively, finite difference approximations can be thought of
as locally representing the solution by a polynomial in Z,
but there are no polynomials in Z which are non-analytic at
the origin.) Thus the region near Z = 0 cannot be approximated
accurately by finite differences.

One simple alternative for the case in which R >1 is to
apply the boundary condition, 93, at Z =rtko. In this manner
the integration doesn't have to go all the way to the singu-
larity. From the analytical expression for the steady state
solution we see that this approximation will give an error of
the order q"• er' (i.e., for R ?i, ee-i' ) which becomes an
increasingly becter approximation as the magnitude of R increases.
Numerical solutions of the steady state problem have indicated
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that this procedure does indeed give accurate results during
:z steady state. In fact for the case of R P 1, the boundary
condition can be applied at Z = 0 (i.e., we can use a Taylor's
series expansion about the non-analytic point) without creating

large (steady state) errors.

The case in which R 4 1 ( which is of interest in the de-
pressurization problem where R must approach zero) is quite
different. In this case the first derivative (•/) ) of
the steady state solution is infinite at Z = 0. Applying the
boundary condition at Z =S is completely unacceptable even
for very small values ofr . An example of the magnitude of
the error involved in applying the boundary condition at f= .005
is shown in Fig. 3 for the case when R = 0.3. Visual inspec-
tion of the corresponding "exact" steady state profile imme-
diately shows why such errors are encountered. Numerical tests
Jin which the boundary condition -as applied at Z = 0, but in
which the non-analytic solution was represented by finite dif-
ference formulas, indicated errors of this same order of mag-
nitude in the steady state solutions. (This merely implies
that it is impossible to find a polynomial in Z which has an
infinite slope at Z = 0.)

Numerical solutions were obtained for transient problems
in both the finite domain "Z" and the semi-infinite domain "X".
Considerable differences were noted in the predicted extinc-
tion boundaries (on the order of a factor of 2). For this
reason and in view of the discussion presented above, we con-
clude that the exponential coordinate transformation cannot
be used for the depressurization problem. It is however
appropriate (and useful) for pressurization problems in which
the transient non-dimensional burning rate remains greater
than unity.

A recent paper which discusses various ways of transform-
ing infinite and semi-infinite pronlems into finite domains
has been published by Sills (45). Sills suggests the above
discussed exponential transformation as being appropriate for
this purpose. He mentions the necessity of ensuring that the
quantity G/)f-(in terms of our variables) remain -)ounded as
Z-.O. However he states that he has found no physical situa-
tion in which this derivative does become unbounded and hence
that it is not a serious drawback. Our problem represents a
case where the gradient is unbounded so that we should expect
to find problems.

G. The Granular Diffusion Flame Model for the Depressurization
Transient -- Distended 3/PA Flame Model

In this subsection we modify the equations which describe

the depressurization transient to include the effects of a (22
distended A/PA reaction. Following Steinz and Sunmierfield
we visualize the A/PA reaction as a pre-mixed flame (because
the reactants, ammonia and perchloric acid, are premixed on a
molecular scale following their generation by the decomposition
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of the AP crystals), and as having a first order pressure
'4 dependence.

We visualize a model which includes two separate gas
phase flame structures as shown in Fig. 2.. The energy equa-
tions for these two flames are given as

ale 5 '-o 74XýXff (97)PD,ý

and

A t + (98)

for the O/F flame and the A/PA flame respectively.

The integration of the O/F flame proceeds exactly as be-
fore except for the change in the lower integration limit.
In a manner analogous to that used in Subsection B to obtain

and applying the same approximations for as before (see Eq.30)

•~~i (XV• -- 1r) t-2 I, C •,- .) , 0
w,.~ere X v- XI is the flame thickness which we previously
called I;F.,Aain making the approximation that Cf--C(•E-AZ)/1teAcwe finally obtain -x

which represents the heat feedback from the O/F flamae to the
outer edge of the A/PA flamie (and is analogous to Eq. 41).

We now symbolically integrate the A/PA flame as in Eqs.
27 and 99 (9

/Ji - 11 ' SCI A'5 Xf

Since the A/PA reaction is a premised flame, w(see Eprxmt

as a delta function (to be consistent with our handling of
the O/F flame).

Thus we let

ir &J' - (101)
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and the resultant integration gives

S'(•,~ ) •a4/.'±H, fete (104)

and as before we approximate

_SI x/"r (lo
7~C p Xi X (105)

Or, finally

A- L ; (IX/Z. + H (106)

Where the c192cteristic time for the first order A/PA reaction
is given by

zjex pL /T (' (107)

I To complete the solution,we have two interface conditions.
The first is the trivial relation between the A/PA flame and
the O/F flame

(d 19(18
At the solid-gas interface we have

where H is the endothermic heat sink associated with the de-
composi ion of the AP and fuel binder.

For comparison with the results for the collapsed surface
reaction case we now write

(d e)Ij Iz Je ' Hs (110)

where

+R -C

Using similar notation, the results for the collapsed A/PA ap-
proximation are expressed as (see Eq. 41)
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From the definitions of H and H we see that HP H - H so
that in the limit as 'Zý g~es to iero, the ditne'A/PAsmodel• ~approaches the collapsed model (as it should).

This expression implies that as the surface reaction be-
gins to distend it not only decreases the "effea:tive" surface

heat release where

~u t lo csHer Hr e(113)
but it also acts as a barrier between the O/F flame and the
solid surface so that less heat is fed Dack from the O/F flame
as well.

H. Qualitative Discussion of the Effect of the Distended
A/PA Flame on Extinction

Before discussing the effect of the distended surface
reaction we must carefully specify the situation which we are
considering. Two distinct cases can be noted. In Case I, we
will analyze a given set of steady-state P-R Durning rate data
in either of two ways; with a distended or a collapsed surface
heat release. In Case II, we will compare a fictitious propel-
lant whose surface heat release is completely collapsed with
a propellant which has a distended ammonia/perchloric acid
(A/PA) flame such that the steady state burning rate character-
istics of the two propellants differ because of (and only be-
cause of) the differences in the surface heat releases.

In Case I, where we consider two different methods for
analyzing tne same propellant, the amcunt of heat which is
conducted into the solid during a steady state must necessarily
be the same in both analyses, As usual, this heat comes from
two sources, the oxidizer/fuel (0/F) flame and the surface
heat release. In the collapsed A/PA flame analysis, all the
surface heat release goes into the solid, whereas in the dis-
tended A/PA flame analysis, only part is conducted back into
the solid. Thus, in the distended reaction case, the O/F flame
has to feed more heat back into the solid and it must conduct
it through the "insulating" layer of the distended A/PA flame.
As a consequence the GDF theory predicts the O/F flame will be
thinn.r in the distended A/PA flame analysis than in the col-
lapsed analysis. This shows up in terms of different values
for the burning rate constants, A and B, for the two analyses.
The term which includes the effects of the distended surface
reaction is the exponential, * 4'¶z" (see Eq. 110). During
a transient, the instantaneous burning rate dro s below the
corresponding steady state burning rate while the character-
istic time increases over its steady state value. The overall
effect is that this exponential is closer to unity during a
transient than during steady state (i.e., the A/PA flaxr.a is
more distended in a steady state than in a transient). Thus
for the distended A/PA flame analysis, the transient effect-
ively compresses the distended A/PA zone from its steady state
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thickness and brings a thin (relatively) O/F flame closer to
the surface. For the collapsed model no such compression is
possible. Meanwhile changes in the O/F flame from steady state
to transient are about comparable for the t-Ao analyses so
that because of the "compression" of the A/PA region during
a transient, the distended A/PA flame model predicts that a
given propellant is more difficult to extinguish than does the
collapsed surface heat release model.

In Case II, where two different propellants (which are
distinguished by different steady state burning rate character-
istics) are considered, the opposite conclusion is reached.
Since we visualize the same O/F flame for these two fictitious
propellants, the burning rate constants, A and B, are the same
for the distended as for the collapsed reaction. (But the
amount of heat conducted into the solid is different for the
two propellants.) In this comparison, the diste"-,. surface
reaction acts only as an ':insulator" between the .. flame
and the solid so that the propellant with the distended A/PA
flame is easier to extinguish.
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SECTION V

EXPERIMENTAL RESULTS FOR COMPOSITE PROPELLANTS

An extensive experimental program has been undertaken to
determine the extinction characteristics of several propellant
formulations. nhe results of these experimental tests are pre-
sented in this section. Comparison of the theoretical extinc-
tion predictions with these experimental results is deferred
until Section VI.

A. General Description of the Experiment

Experimental tests of the extinction characteristics of
various solid propellant formulations were conducted by using
the combustor which is shown schematically in figure 4. The
combustor consists of a cylindrical section which is open on
both ends. A blank plate is bolted to one face of the cylin-
drical section to form the bottom of the combustor and to
support the propellant sample. The other end of the combustor
is enclosed by a copper plate which contains the primary (large)
nozzle. A double diaphragm mechanism similar to ones used in
shock tubes is then placed on top of the copper nozzle and is
used to obtain the desired pressure decrease. As indicated
by the schematic, the combustor has been carefully designed
so ar to minimize erosive burning effects and to cause the
propellant to burp in a one-dimensional manner and hence to
be as similar as possible to the one-dimensional theoretical
model. Visual inspection of many extinguished propellant samples
has verified that the burning surface is remarkably level and
smooth. A photograph of the assembled combustor is shown in
figure 5.

The propellant samples were cast into circular steel cups
which were either of two heights; 3/8 inch or 5/8 inch. The
sides of the cups served as inhibitors for the edges of the
propellant and insured that combustion occurred only on the end
surface of the propellant sample. The cups filled the entire
cross-section of the combustor which is nominally two inches
in diameter.

In conducting the experiment, the propellant sample is
placed in the bottom of the combustor as inlicated in figure 4.
Two burst diaphragms are positioned as shown, and the cavity
between them is pressurized. The propellant is then ignited
by means of a bag of propellant shavings and a hot wire. The
exhaust 3ases initially pass thcough both the primary (large)
nozzle and the secondary (small) nozzle which is situated in
the side wall of the double diaphragm apparatus (see figure 4).
Because of its much smaller size, the secondary nozzle con-
trols both the flow and the chamfrer pressure so long as the
diaphragms remain in place. The primary (large) nozzle does
not affect the flow until after the diaphragms are removed.
The diaphragms are chosen so that they are strong enough to
withstand the differential in pressure between the combustion
chamber and the pre-pressurized cavity, but not strong enough
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to withstand the differential betweer the chamber pressure
and atmospheric pressure. Consequently when the propellant
has reached the desired steady state operating pressure
(which i! determined by the size of the small nozzle) the
pressurized space between the two diaphragms is vented so
that the chamber pressure causes both diaphragms to shear
cleanly at the wall. The exhaust gases are then restricted
only by the primary nozzle and the chamber pressure drops
rapidly. Both the initial pressure level and the depres-
surization rate can be varied by choosing nozzles of different
diameters. The available sizes for the large nozzles ranged
between .138 inches and 2.0 inches in diameter. The smaller
nozzles ranged between .063 inches and .116 inches in diameter.

Sheet aluminum of four different thicknesses ranging
between .020" and .040" was used for the burst diaphragms. In
order to protect the diaphragris from the hot exhaust gases,
the exposed surface of the lower diaphragm was coated with a
thin layer of silicone rubber. This provided adequate thermal
insulation for the duration of a test run and prevented the
diaphragms from bursting prematurely due to heating effects.

The instantaneous chamber pressure was measured by a pres-
sure transducer which was mounted flush in the wall (except for
a 1/16 inch protective coating of silicone rubber). A PT76
Model Dynisco transducer was used. This transducer has a re-
sponse time of better than 0.1 millisecond, and is more than
adequate for the depressurizations of interest. In addition
to the pressure measurement, the flame radiation (in the visible
region) was monitored by a photomultiplier tube. Extinction
was determined to have occurred when (or if) the photomultiplier
output went to zero. The transducer output and the photomul-
tiplier signal were recorded on an osciliograph at a chart
speed of 120 inches per second. The more rapid depressuriza-
tion ;,'ere also recorded simultaneously on a sensitive tape re-
corder which has a frequency response which is flat to 20 Kc.
These tape recordings were later played back at a reduced speed
and re-recorded on the oscillograph. This allowed better time
resolution of the fast depressurizations.

B. Experimental Depressurization Results For Ccmposite
Propellants

The experimental results which have been obtained with this
apparatus are presented in figures 6 through 24. For economy
of space and for ease of comparison, the corresponding theo-

retical results are also shown in these figures, but these theo-
retical predictions will be discussed separately in a later
section. All the results in these figures are given in terms
of the initial chamber pressure prior to depressurization, andthe initial rate of depressurization, (dp/dt)o. The initial

value of the depressurization rate is not a unique variable
for determining when extinction occurs unless the initial rate,
by inference, specifies t.e entire p-t curve. For example, if
the curve were exponential, then specifying the initial depres-
surization rate (and the initial pressure) would completely
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specify the entire depressurization curve. Similarly for a

combustor of given geometry, the initial depressurization
rate will also specify the entire depressurization curve.
Such is the case for the data in figures 6 through 24. How-
ever, fcr combustors of different geometries, the same initial
(d?/dt)o will in general correspond to dtifferent depressuriza-
tion curves as discussed in Section V-B -e, entitled "Effect
of Combustor Geometry".

All the experimental extinction data which are presented
in this thesis were obtained by venting to atmospheric pres-
sure. Because of this, nearly all the "extinctions" were
followed by re-ignition. As indicated previously, extinction
was said to have occurred when the flame radiation went to
zero. However in almost all cases, the re-ignition and burn-
out which followed these "transient" extinctions could also
be verified audibly. This audible verification proved to be
a useful check for determining extinguishments and was used
in conjunction with the cessation of flame radiation.

The time interval between extinction and re-ignition was
generally on the order of one to five seconds. Permanent ex-
tinction did occasionally occur and although no trends were
apparent as to when the extinction remained permanent, it was
generally possible -j a Thieve permanent extinction by going
to very high depressurization rate.;. It should be noted that
the extinction data which were reported by Jensen (4,5) were
also obtained by venting t. atmospheric pressure, but he chose
to present the boundary for permanent extinction. Still, most
of the data in this thesis are in qualitative agreement with
his in terms of the effects of different propellant formula-
tions.

Experimental results are presented for the following series
of variations in propellant formulation: (a) variations in pro-
pellant oxidizer (AP) loading, (b) variations in oxidizer (AP)
particle size, (c) different fuel binder types and (d) addition
of varying amounts of aluminum powder. For each propellant
formulation, the experimental data is presented in terms of
go/no-go extinction testing. Experimental runs which did not
extinguish but which merely resumed burning at some lower steady
state pressure are indicated by darkened circles (see figure 6).
Experimental runs which extinguished and either remained per-
manently extinguished or re-ignited are denoted by open circles.
An "extinction boundary" is drawn between these experimental
extinction and non-extinction points for each propellant formu-
lation. Following these detailed results, a composite curve
showing the extinction boundaries for each propellant in the
current series of propellant formulation variations is given.

a. Effect of Changes in Oxidizer Loading

The effect of oxidizer loading on the extinction charac-
teristics of a solid propellant was determined experimentally
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for four different oxidizer loadings, 75%, 77.5%, 80.0% and
82.5%. A 700/300 bimodal mixture of 1801Aand 4 5 p particle
size ammonium perchlorate was used. The fuel binder was PBAA.
The detailed experimental results for each oxidizer concentra-
tion are shown in figures 6 through 9. These results, as well
as all the other experimental results, showed that the extinc-
tion region could be separated from the non-extinction region
by a straight line boundary (in terms of initial pressure-
initial dpý'dt coordinates). The boundaries which were deter-

mined from figures 6 through 9 are shown together on figure
10 for comparison. This comparison shows that as the oxidizer
loading is increased, the propellant becomes more difficult
to extinguish. Increasing the oxidizer loading from 75% to
82.5% makes the propellant more than twice as difficult to
extinguish (in terms of the initial dp/dt). These results are
supported qualitatively by experimental results obtained by
both Jensen (4) and Ciepluch (2), who also showed that increas-
ing the oxidizer loading makes a propellant more difficult to
extinguish.

b. Effect of Changes in Oxidizer Particle Size

The second series of propellant variations deals with the
effect of changes in the oxidizer particle size. Three differ-
ent propellants, each having the same 75,/25% oxidizer - to -
fuel ratio, were tested. Unimodal ammonium perchlorate par-
ticles which had average particle diameters of 45u , 80k and
180A respectively were used in the three propellants. The de-
tailed experimental results are shown in figures 11 through
13. A composite curve showing the three experimentally deter-
mined extinction boundaries is given in figure 14. From these
results, we see that propellants having smaller AP particle
sizes are more difficult to extinguish (although for depres-
surizations which start at relatively low pressures - below
about 300 psia - the opposite effect may be noticed due to the
fact that the boundaries cross). As in the case of the oxidi-
zer variation, the extinction boundary for the two extreme3
in particle size variation differs by more than a factor of
two at high pressures. Although the effect of particle size
is quite distinct in these figures, Jensen (4) has shown a
somewhat different effect. His results for propellants with
different oxidizer particle sizes again cross at about 300 psia,
but above 300 psia, the larger particle size propellant is the
more difficult to extinguish. However, several variables were
different between his experiment and ours: First, as mentionedfi above, his results include the effects of re-ignition. Second,
his results are for comparisons between larger particle sizes
than ours--200m and 400m -- and he was using bimodal particle
size distributions (small size being held constant in both size
and quantity). Finally he used a different fuel binder. Ciepuch
also indicated that propellants having smaller particle sizes
were easier to extinguish, however, he was testing an aluminized
propellant. Thus the effect of changes in particle size does
not seem to always be the same. No specific reason can be given
for these differences.
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S~C. Effect of Different Fuel Binders

Three different fuel binders were used to determine the
effect of fuel binder type on extinction. For each of the three
binders, the oxidizer loading was 80% by weight. The results for
the PBAA propellant are shown in figure 7 which was discussed
previously. The detailed experimental results for the PBCT
binder are given in figure 15; those for the PU binder are given
in figure 16. Figure 17 gives the composite results for all
three binder systems. In general there is little difference
between the extinction boundaries for the three different fuels.
They are all within a 20% spread at all pressure levels. At
high initial chamber pressures (around 1000 psia), the PBAA
propellant is the most difficult to extinguish while the PBCT
is least difficult to extinguish. At low chamber pressures
(around 200 psia), the extinction boundaries cross so that the

PBAA and the PBCT propellants have similar extinction charac-
teristics whereas the PU propellant is slightly easier to ex-
tinguish. Ciepluch (2) made a similar comparison of PBAA andPU binders at one initial chamber pressure, 500 psia. His re-
sults, like ours, showed that the two binders were similar in
their extinction characteristics (but again his results were
for aluminized propellants). Jensen (4) did not test a PBAA
propellant, but he obtained results which showed that a PBCT
propellant was nearly twice as hard to extinguish as PU. The
probable explanation for jensen's results is again that he con-
sidered permanent extinctions. For example, while obtaining the
experimental results reported herein, it was noted that re-
ignition was not nearly so prominent in PU propellants as -t is
in PBAA propellants. Thus it appears that we would also have
shown a large difference between PU and PBCT propellant had we
determined the boundary for permanent extinction. However this
difference in "extinction" characteristics merely reflects the
fact that polyurethane propellants are more difficult to ignite(and hence difficult to re-ignite).

d. Effect of Addition of Aluminum Powder

Varying amounts of aluminum powder were added to one pro-
pellant formulation to determine the effects of aluminum on the
propellant's extinction characteristics. Three different aLumi-
num concentrations were used; 0%, 7.5% and 15%. The propellant
oxidizer-to-fuel binder ratio was held constant at 77.5/22.5 for
all three aluminum loadings. This particular ratio was picked
because it has sufficient binder to provide a castable propel-
lant even at the 15% aluminum level (the highest solids loading).
The aluminum powder particles were about l 6p# in diameter. Re-
sults for the 7.5% and the 15% aluminum loadings are presented
in figures 18 and 19 respectively. The 00% aluminum case is pre-
sented in figure 8, and was discussed previously. The composite
curve for aluminum addition, which is shown on figure 20 indi-
cates that, in general, the addition of aluminum (at constant
oxidizer-to-fuel binder ratio) makes the propellant more diffi-
cult to extinguish. However the effect is quite small; an in-
crease from 0% to 15% in aluminum concentration only raises the
extinction bouindary by some 15%. Here again the story is some-
what differenz at lower pressures. For initial chamber pressures
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below about 400 psia the addition of aluminum tends to make the
propellant easier to extinguish.

One propellant fcrnlvo!ation which contained 15% of a coarser
aluminum powder (120Qversus 160 ) was also tested. The de-
tailed experimental results are shown in figure 21. Figure 22
compares the differences between the extinction boundaries of
a propellant having 15% coarse (120OM) aluminum, 15% fine (16.)aluminum and 0% aluminum. As can be seen, the effect of the

change in the aluminum particle size proved to be larger than
the effect of changing the aluminum content from 0% to 15%.
The propellant with the coarse aluminum was easier to extinguish
r•hkn the propellant with the fine aluminum, but it was also
easier to extinguish than the unaluminized propellant. (In
actual practice, aluminum particle sizes which are larger than
40* are seldom used in solid propellants.) It is hypothesized
that the coarse particles were so large that they could not
melt before they were ejected into the gas phase. Hence their
effect on the surface heat release term (which is discussed in
the next section) is less than for small aluminum particles and
this effect probably explains the difference between the two
different aluminum particle sizes.

e. Effect of Combustor Geometry

Finally, experimental results have been obtained which in-
dicate the effects of chamber geometry on extinguishment. The
effects of chamber geometry were determined by inserting a
spacer in the experimental combustor. This new combustor had
the same surface burning area and the same cross-sectional area
as the original, but it had a larger volume due to its increased
length. The ratio of the lengths (and the volumes) of the two
combustors was about three to one. The detailed experimental
results for the larger combustor are shown in figure 23. The
propellant which was used for this testing was composed of 75%
AP and 25% PBAA. The AP was unimodal with an average particle
size of 180& . The results of testing this propellant in the
regular chamber were discussed previously and are siown in
figure 13. A comparison of the results which were obtained
with the two different chambers is shown in figure 24. Since
the same propellant was used in both chambers, the extinction
boundaries obtained with the two chambers should coincide (i.e.
the extinction boundary should depend only on the propellant
formulation). However they differ by a factor of two. Clearly,
then, the initial rate of depressurization is not an adequate
method for correlating extinctions whi.ch are obtained with com-
bustors halring different geometries. In other words, as the
combustor geometry is changed, the critical L* (based on the
final throat area) which is required to just extinguish the
propellant, also changes. It might appear that the critical L*
for a given propellant formulation would be the same no matter
what the combustor geometry. For example, in the case of aSsimple "blowdown" process with constant temperature and with"

no mass inflow, chamnbers of different shapes and sizes would
all have identical p-t curves so long as they all had the same
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value of L Thus one might expect that as the chamber length
is increased, the critical throat area (which would just ex-
tinguish combustion) wculd increase proportionately, i.e., that
extinguishment of a given propellant would depend only on the
intial pressure and the chamber L*. However, our experiments
have shown this to be untrue; when the combustor length was
increased by a factor of 3, the critical throat area (for
extinction) increased by only a factor of about 1.2, not by a
factor of 3. The reason for this is that the shape of the
depressurization curves of the two combustors is not alike;
two separate phenomena combine to change the shape of the p-t
curve. First is the effect of the final pressure. If both
chambers had the same L*, the smaller combustor would have a
higher final chamber pressure than the larger (if the propel-
lant continued to burn) by virtue of its smaller nozzlc. Hence,
because of the higher final pressure, the smaller chamber would
be more difficult to extinguish. Second is the mass inflow
effect due to continued combust -n during the depressurization.
This effect is negligible during the initial part of the p-t
curve, but at the low pressure end, the inflow and the outflow
must become equal (if the propellant continues to burn). For
the same L*, the smaller chamber has a proportionately smaller
mass outflow but about the same inflow. Therefore on a per-
centage bazis, the smaller chamber has a larger mass inflow
effect and so, for the same initial depressurization rate, the
1- .,er end of the p-t curve from the small chamber has a gentler
slope. This can be seen by comparing a chamber with no mass
inflow (i.e. a pure "blow-down" process) with a chamber which
has finite mass inflow during the depcessurization. Clearly
the chamber with finite mass inflow would require a longer
time to empty and its p-t curve would have a gentler slope --
especially at the low pressure end of the depressurization.
In terms of extinguishment, this inflow process would require
a larger initial dp/dt to extinguish the smaller chamber. Thus
both of these effects show that the smaller chamber is more
difficult to extinguish in terms of the initial dp/dt.

C. Steady State Burning Rates of Propellants

The pressure dependence of the steady state burning rates
of each of the propellant formulations which were used in the
depressurization experiments were measured in a strand burner.
The apparatus and procedure is discussed in detail in reference 39.
The measurement consists of burning a 5 x ¼ x ¼ inch strand of
propellant in an inert N2 atmosphere. The nitrogen serves both
as a means of pressurizing the strand burner and as a purge to
remove the exhaus÷ products. Six wires are threaded through
the propellant strand -t ½ inch intervals along its lenrth. 3.
the strand burns, these wires are broken in sequence. An electri-
cal impulse is used to determine when each wire breaks. This
impulse is recorded on an oscillograph. The burning rate is then
determined by averaging the time required to break each of the
wires. Each strand of propellant was leached in water, dried,
and then coated with a thin layer of butyrate dope in order to
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inhibit combustion on the sides of the strand.

"Por each propellant formulation, the steady state burning
rate was measured at each of twelve different pressure levels.
These pressures were chosen to be about equally spaced, in a
logarithmi. sense, between ambicnt pressure and 1000 psia. The
results of these steady state measurements are presented in
figures 25 through 28 on log-log coordinates. These figures
show the dependence of the burning rate on the pressure (log
P versus log R). p2/3versus P/R plots of the same data are
also shown on figures 29 through 38. The coordinates of this
latter set of curves are taken from the regular granular dif-
fusion flame theory in which the burning rate of a solid pro-
pellant is given by (40)

where a and b are constants to be determined from the steady
state burning rate data. in nondimensional form this relation
becomes rate

so that according to this equation the steady state burning rate
of a solid propellant would be given by a straight line in
P/R - W23 coordinates. The two terms "a" and "b" are not
actually constants but really depend on the flame temperature
and the surface temperature, both of which vary so slowly with
pressure that they are normally assumed constant for steady state
work. However, we must include variations in flame temperature
and surface temperature because they become very important during

a transient. In addition, because of our interest in the trans-
ient, we are forced to use a different approximation in the
integration of the gas phase flame. For these two reasons, our
theoretical predictions of the steady state burning rate will
not be exactly linear when presenteQ in the p2/3-p/R coordinates.
However the results will be nearly linear, and to emphasize the
similarity between this approach and the regular GDF theory
amroach, we have chosen to present all our data in terms of

The steady state burning rate data was fit to the burning
rate equation by determining the "best" values of the constants
A and B. The fitting was done by a least-squares method on the
computer as described previously in Section IV-C.

A tabulation of the A's and B's for each propellant formula-
tion is given in Table I. This table also includes the burning
rate at 1000 psia, and the pressure index, n, in the burning rate
relation. r=apn, at 1000 psia. The p2/ 3 -P/R burning rate curves
given in figures 29-38 show both the data points and the computer
curve fits. The burning rates of several of the propellant
formulations are not exactly described by the GDF theory. (A
thorough discussion of the region of validity of the GDF theory
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is given in reference 39.) Precise values of the burning rate
constants, A and B, are difficult to determine for such propel-
lants which don't fit the GDF theory precisely. This is es-
pecially true for the constant A, the constant in the chemical
reaction term. There is no probleia in obtaining precise values
for the constants, A and B, for those propellants whose burn-
ing rates follow the GDF theory quite closely.

One propellant formulation, the polyurethane, differed
grossly from the GDF theory. It exhibited a negative pressurc
exponent of burning in the region above 500 psia. Because of
this, no meaningful values could be obtained for the constants,
A and B, for the PU propellant. Hence, in the following sec-
tion on theoretical results, no predictions are given for the
PU propellant.

I.

I
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SECTION VI

THEORETICAL PREDICTIONS FOR COMPOSITE PROPELLANTS

Various computer solutions to the combustion model have
been obtained and are presented in this section. Two differ-
ent types of depressurization p-t curves have been used to
obtain these solutions. one is an exponential decay which
was chosen for convenience in theoretical work and for easy
comparison with the results of other theories. The second
is the actual experimental pressure-time curves. Using the
exponential pressure decays, and correlating the results in
terms of the initial time derivative of the pressure, the
model predicts the correct qualitative behavior for re-
sponses to changes in oxidizer loading, AP particle size,
propellant flame temperature, etc. However, since the ex-
perimental p-t curves are not exactly exponential, the theo-
retical results based on exponential pressure decays cannot
be expected to give precise quantitative predictions. It
is for this reason that the experimental pressure-time traces
have been used.

A. Numerical Values for the Parameters in the Theoretical
Model

In order to make qualitative theoretical predictions, it
is necessary to specify definite numerical values for the vari-
ous physical parameters. The sources for these constants and
the methods used for determining them are given in this sub-
section.

The ambient temperature was taken to be 3000K for all our
theoretical work.

An approximate value of 16 Kcal/mole was used for the sur-

face activation energy. This value is based easurements
reported by Schultz and Decker( 4 6 ) and Coates . See also
the extensive reviews of references 22 and 35

Surface temperatures which are around 850-950 0 K have been
reported for steady state burning of sahijqropellants at low
pressures (below 10-20 atmospheres( 3 9' '•. For our calcu-
lations, we arbitrarily chose the steady state surface tempera-
ture of 80%/20/, AP/PBAA propellant to be 10000 K at 1000 psia.
Then, using the measured steady state burning rate of this pro-
pellant (at I00 psia), we calculated the magnitude of the pre-
exponential factor, W, from the dimensional form of the pyroly-
sis relation, r= a'eiij(-fs1w). This value for the pre-exponential
factor, a , was then used along with the 16 Kcal/mol activation
enerqy (see above) to define the absolute value nf tle surface
temperature, T , for all propellant formulations as a function of
their burning rates.
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To facilitate the actual detection of extinction by the
computer, an "extinction" temperature (analogous to an ignition
temperature) of 600 0 K was specified. It was assumed that all
decomposition ceased at this temperature. Tests of the com-
bustion model have shown that the actual magnitude which is
chosen for the extinction temperature has a negligible effect
on the predicted extinction boundary so long as the cutoff is
less than about 650 or 700 0 K. This insensitivity justifies
the use of an "extinction" temperature (see also the discussion
in Section III).

The numerical values for the surface heat release were de-
termined by mass weighting an assigned exothermic heat release
of 250 cal/gm for AP along with an endothermic heat of decom-
position of 225 cal/gm for the fuel binder. These are con-
sidered to be nominal values and are taken from the review
which Steinz has presented( 3 9 ). Because of a lack of data,
the latent heat of the fuel binder was considered to be the
same for all binder systems which were tested. In the case of
aluminized propell~gg: the heat of fusion of aluminum, 68
cal/gm endothermic 01, was also included in the calculation
of the surface heat release term so long as the surface tempera-
ture was above the temperature at which aluminum melts.

Because of a similar lack of data, the thermal diffusivity
of the solid phase was taken to be the same for all propellant
formulations except the aluminized propellant. The ratio be-
tween the thermal diffusivity of aluminized prope2)iants and
unaluminized propellants was obtained from measurements in our
laboratory as discussed in Appendix III. These results showed
that a 15% aluminum content increases the thermal diffusivity
by about 35% (with r~spect to a non-aluminized propellant).
A value of .00030 in /sec for the thermal diffusivity of an un-
aluminized propellant was used. This typical value was taken
from Barrere (21).

For each propellant, the non-dimensional heat release, Q,
in the oxidizer/fuel flame was determined from the calculated
adiabatic flame temperatures (see Appendix II) and the surface
heat release. The variation in the adiabatic flame temperature
with pressure was included in the theoretical calculations by
specifying the heat release Q to be a function of the instan-
taneous pressure. In general, the heat release should also
depend on the flame temperature during a transient, but this
effect was neglected (see discussion in the next paragraph).

Within our quasi-steady approximation, the change in the
heat release, Q, with changes in the flame temperature (from
its steady state value) is readily calculable. We can visualize
the quasi-steady transient as a non-adiabatic condition in which
the non-adiabaticity is given by the difference between the
transient and the stea-1 state heat feedback from the gas phase.
Thus as the flame temperature changes from its steady state
value, corresponding changes in the chemical equilibrium
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constants (K'S) for the various reactions will also occur
as in a nondiabatic flame. As a consequence, the heat re-
lease depends on the flame temperature. Although these changes
might be as important as the effect of pressure on the heat
release, they were, because of their complexity, ignored asj mentioned above.

B. Theoretical Predictions Based on Experimental
Pressure-Time Curves

The comparisons between the theoretical predictions of the
model which was developed in Section III and the experimental
results which were presented in Section IV are given in figures
6 through 20. These predictions are all based on the experi-
mental pressure-time curves. To make the comparison between
theory and experiment as concise as possible, the figures which

F show individual data points have been drawn with open circles
representing those cases which extinguished experimentally and
darkened circles representing cases which did not extinguish
experimentally. For a particular depressurization curve for
which the theoretical prediction agreed with the experimental
result, no other notation is made. Depressurization curves for
which the theoretical predictions disagree with the experimental
results are denoted by flags. Thus, an unflagged point repre-
sents agreement between theory and experiment, while a flagged
point indicates disagreement. A few of the depressurization
curves whose (dp/dt)o-p coordinates are far removed from the
theoretical extinction boundary were not actually run on the
computer; it was only inferred that they would behave as in-
dicated on the figures. It must be emphasized that the only
depressurization curves whose outcomes were not predicted
theoretically were those points which were sufficiently far from
the boundary that their final result was not in doubL. As in-
dicated on the curves, the theoretical extinction boundaries
were generally quite distinct so that such omissions are justi-
fiable.

A typical experimental pressure-time curve is shown on
figure 58, on semi-logarithmic coordinates. Note that an ex-
ponential p-t curve would be a straight line in this coordinate
system, so that, consequently, this figure shows how far the
experimental curve differs from an exponential curve. A single
experimental curve has been plotted in three ways (namely, ab-
solute pressure, gage pressure, and as initial pressure minus
final pressure), but none of the three curves are exponential
in form (i.e., none are straight lines).

a. Effect of Oxidizer Loading

The detailed theoretical predictions of the effect of

oxidizer loading variations on the extinction characteristics of
a propellant are shown on figures 6 through 9. The composite
of the experimentally and theoretically determined extinction
boundaries for all the propellant oxidizer variations is given
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in figure 10. All these figures show excellent agreement
between the theoretical predictions and the experimental
results.

Changes in the propellant AP loading were accounted for
in the theoretical model by three major parameters. First,
changes in the ztructure of the gas phase flame were taken
into account by cnanges in the burning rate constants, A and
B, of the GDF theory. Second, the magnitude of the surface
heat release, H, was changed in accordance with the AP con-
tent of the propellant in the manner which was previously
prescribed. Third, the gas phase heat release, Q, was varied
with the oxidizer loading according to the calculated adiabatic
flame temperatures.

b. Effect of Oxidizer Particle Size

The comparisons between theory and experiment for the AP
particle size variations is given in figures 11 and 13. As in
the case of the oxidizer variations, changes in the flame
structure due to AP particle size changes are taken into account
theoretically by the GDF description of the flame. However,
since only the oxidizer particle size was changed, and not the
oxidizer loading, the value of the surface heat release remained
constant. Similarly the adiabatic flame temperature remained
unchanged because the chemical composition of the propellants
was the same. Again the predicted extinction boundaries are
quite close to the experimental boundaries.

c. Effect of Fuel Binder Type

The comparisons between theory and experiment for the dif-
ferent fuel binder types are given in figures 7,15, and 17. The
predictions for the PBCT propellant (figure 15) are again rela-
tively good (the maximum error is 20%), but these results are
not as close as some of the other predictions. The primary
reason for the error in the predicted extinction boundary for the
PBCT propellant is that the steady state burning rate of this
propellant is not described exactly by the GDF theory. The

region of validity of the GDF theory has been thoroughly ex-
plored by Steinz, Stang and Summerfield( 3 8 ). Their results
show that the solid propellants which are used for most practi-
cal applications fall into the region where the GDF theory is
valid. However, in an experimental study of the effects of pro-
pellant parameters, propellants which are easy to process and to
cast must be used. Hence it is not always possible to use pro-
pellants which follow the GDF burning rate law.

Even if a given propellant deviates slightly from the GDF
theory (such as the PBCT propellant), it is still possible to
determine values for the burning rate constants, A and B. How-
ever, in such cases the steady state burning rate data form a
line which is not quite linear in p 2 / 3 -P/R coordinates and it
becomes difficult to determine precise values for A and B. The
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value of A, the constant in the chemical reactiop term, is
especially difficult to define precisely in such a situa-

tion. For example, visual inspection of the steady state
burning rate data for the PBCT propellant (Fig. 36) shows
that the fitted curve could be moved slightly and still (visu-

ally) fit the data as well as the computer fit. Small changes

in the lower end of this curve can cause tairly significant
changes in the burning rate constant A. This situation could

be improved somewhat by measuring burning rates at sub-
atmospheric pressures (but there the distended surface reaction
starts to become important). A check of the other steady state
burning rate curves shows that some of them also did not fit
the GDF theory exactly. This is particularly true of the par-
ticle size variations. Nevertheless the extinction results
turned out somewhat better in these cases than for the PBCT.
The highll oxidized PBAA propellants are closely described by
the GDF theory so that the determination of the burning rate
constants, A and B, was quite precise for these propellants.

The propellant which contained the third type of fuel binder,
polyurethane, deviated drastically from the GDF theory. The
burning rate of this PU propellant exhibited a negative pressure
exponent of burning in the region above 500 psia. Because of
this, no meaningful values could be obtained for the burning
rate constants, Consequently no theoretical predictions have
been made for the PU propellant. The negative pressure exponent
of burning is cause' b the phenomenon of intermittent burning as
discussed by Steinz . To the author's knowledge, no steady
st*te theory exists ihich can properly describe this phenomenon.
"However, if such a steady state theory becomes available, it
could in principle be inserted into the present depressurization
model in place of the GDF theory, and predictions could be ob-
tained for the PU propellant.

d. Effect of Addition of Aluminum Powder

In our description of the non-steady burning process in an
aluminized propellant, three separate factors were used to account
for the presence of aluminum in the propellant. first, the
addition of aluminum increases the thermal diffusivity of the
solid (as described earlier). Second, the aluminum changes the
magnitude of the surface heat release, and third, the addition of
aluminum changes the structure of the gas phase flame so as to
require a modification in the treatment of the gas phase heat re-
lease.

In considering the effect of alumintum on the surface heat re-
lease, we first of all note that there is no reason to suspect
that the aluminum alters the actual chemical decomposition process
of either the oxidizer or the fuel binder in any direct manner.
The aluminum can, however, produce indirect effects. For example,
if the aluminum melts while it is still inside solid phase of the
propellant, its heat of fusion can serve as an important heat sink
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inside the solid phase, and can lower the effective surface
heat release. On the other hand, if the aluminum does not
melt while it is inside the solid phase, it will not affect
the magnitude of the surface heat release. Accordingly, we
distinguish two separate cases as determined by the instan-
taneous temperature of the surface of the solid propellant.

We first consider the case where the surface temperature
of the propellant is above the melting point of aluminum.
Then, appealing to an equilibrium argument, we require that
the aluminum must melt before the oxidizer and fuel binder

Sdecompose. We approximate this melting by a heat sink which
* is concentrated right at the surface of the propellant. Its

magnitude is given by the heat of fusion of aluminum (as
suggested above). Thus, when the suiface temperature of the
propellant is above the melting point of aluminum, the aluminum
serves to decrease the surface heat release.

The second case occurs when the surface temperature of the
propellant drops below the melting point of aluminum. In this
case, the decomposition of the oxidizer and the fuel binder can
proceed before the aluminum melts. In fact, the aluminum can
not possibly melt until it reaches a region in the combustion
zone where the local temperature is above its melting point.
Thus, when the surface temperature of the propellant is below
the melting temperature of the aluminum, the oxidizer and fuel
binder decompose around an inert (solid phase) metal. Con-
sequently the aluminum has no effect on the surface heat re-
lease (save for the amount of AP and fuel binder it displaces).
In this case, we assume the aluminum receives its heat of fusion
directly from the gas phase (in some distributed manner).

Thus in our theoretical model, the surface heat release
of an aluminized propellant is discontinuous in the manner in-
dicated above. This is obviously an oversimplification. Such
an abrupt change certainly does not cur. However since the
melting point of aluminum is 9320K 1 , and since the propel-
lant surface temperature ranges between about 10000 K down to
about 6000 K (our extinction temperature), both of these ex-
tremes in the behavior of aluminum will probably be encountered.
Our calculations predict that, during steady state burning con-
ditions, the surface temperature of the propellant will remain
above the melting point of aluminum almost all the way down to
atmospheric pressure. This indicates that the aluminum on the
surface will be molten during most steady state burning con-
ditions, as has been frequently observed experimentally.

Our modified treatment of the gas phase flame of an alum-
inized propellant is based on the physical observation that the
aluminum burns relatively far from the propellant surface (es-
sentially downstream of the O/F flame). In addition, our steady

I-68-5

_____
-.-- - -



state burning rate curves show that the burning rate of a
propellant is almost completely unaffected by the addition of
aluminum, provided the propellant oxidizer to fuel binder ratio
is left unchanged when the aluminum is added. Thus, both of
these observations indicate that the aluminum burns so far
from the surface that the combustion of the aluminum does not
constitute an important driving mechanism for the combustion
process. Consequently we view the combustion of the aluminum
as a sort of "afterburning" process which doesn't affect the
propagation of the combustion zone. In view of this, we set
the "effective" heat release in the gas phase flame of an
aluminized propellant equal to the heat release in the gas
phase flame of a non-aluminized propellant (which has the same
oxidizer and fuel binder concentrations). We ignore the added
heat release due to the combustion of the aluminum and merely
treat the aluminum as an inert in the O/F flame. This gives
an "effective" flame temperature which is slightly lower than
the flame temperature for the corresponding unaluminized pro-
pellant (by an amount equal to the heat of fusion of the alumi-
num plus the energy needed to raise the temperature of aluminum
to that of the gaseous combustion products).

It is well known that the addition of aluminum to a pro-
pellant will generally eliminate high pressure instability.
Summerfield and Krier (81) have attributed this stabilizing
effect to a change in the surface heat release term (similar
to the one discussed above) and to a "thermal inertia" effect
caused by the globules of molten aluminum on the surface. *They
have shown that this thermal inertia effect is very important
in an instability analysis, however, for the depressurization
case, the thermal inertia effect becomes quite small. The
reason for this is that the characteristic time associated with
the depressurization process is longer than the characteristic
time associated with the frequencies at which instabilities
occur. For this reason, the thermal inertia effect has not been
included in this analysis. If it were included, its effect
would be to raise the extinction boundary (rake the propellant
harder to extinguish) by less than about 5%.

The comparison between theory and experiment for a pro-
pellant which contains 15% aluminum is shown on figure 19. As
can be seen, the theoretical predictions once again show good
agreement with the experimental results. It should, however,,be
noted that it would perhaps be more realistic to disregard any
heating of the molten aluminum droplets by the hot, reacting
gases in the flame zone. Such a calculation would raise the
effective flame temperature by about 1000 K. This increased
flame temperature would then raise the extinction boundary by
an estimated 15-20%. This would then give predicted renults
which were within about 25-30% of the experimental res.lts,
the predictions indicating that an aluninized propellant is
more difficult to extinguish than is actually the case.
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C. Sensitivity of the Theoretical Predictions to the
Depressurization Curve

The preceding subsection has shown that the theoretical
predictions are, generally speaking, in excellent agreement
with the experimental results. As a further check of the

model, we have taken several runs which were near the theo-
retical (and experimental) extinction boundary and changed
the time scale of their p-t curves to determine the sensi-
tivity of the theoretical results to the p-t curve. Such
a sensitivity check was also made by Horton( 2 7 )who, like
us, used experimental p-t curves for his theoretical pre- -
dictions. I

Horton's experimental results were less extensive than
ours in terms of the number of experimental data points
taken with each propellant formulation. Consequently he
was unable to determine extinction boundaries as a function
of pressure as we have done. Thus Horton had to evaluate the
accuracy of his theoretical predictions on the basis of a
purely statistical tabulation. That is to say, each experi-
mental run gave him a "no" (the propellant did not extinguish)
or "yes" (the propellant did extinguish) result. Similarly,
his theoretical model gave either a "yes" or "no" prediction
corresponding to each experimental pressure-time curve. The
percent of correct predictions (i.e., theoretical and ex-
perimental results of either "yes"-"yes" or "no" -1"no", re-
spectively) was used to determine the "accuracy" of his model.
Such a statistical comparison is a relatively insensitive check.
For example, if all the experimental results are near the ex-
tinction boundary, a very accurate model could give poor
statistical results. Similarly, by taking all the experimental
points far enough away from the extinction boundary, any theory
(even those based on dimensional analysis) should give good
predictions in a statistical sense. (Note that the prediction
that a propellant would never extinguish would be 50% accurate
statistically if exactly half of the xperimental runs ex-
tinguished.)

In an attempt to obtain further information as to the
accuracy of his theoretical predictions, Horton tried changing
the time scale of the p-t curves of some of the points which his
theory had predicted incorrectly. He found that the time scale
had to be changed by a factor of ten in some cases to obtain the
correct results. This, then, gives more of an indication of the
accaracy of his theoretical model than do his statistical tabu-
lations.

By comparing experimental and theoretical extinction
boundaries, we have obtaine6 a realistic measure of the accuracy
of our theoretical predictions, however a change of the time
scale of the p-t curve can still give added information as to
the sensitivity of our model. A total of three experimental runs
were chosen for use in this sensitivity check. One of these runs
had extinguished experimentally but the theoretical predictions
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had indicated that it would continue to burn. The other two
points had continued to burn both experimentally and theo-
retically. The time scales of the entire experimental p-t
curves for these three point-s were then "speeded up" by a
multiplicative factor of .80 (i.e. 20% faster) to determine
if they were really as c.lose to the extinction boundary as
indicated. The 20% increase in the entire p-t curves
naturally corresponded to a 20% increase in their initial
depressurization rates and was sufficient to move all three
points into the extinction region of the map as shown in
figure 39. Using these "new" p-t curves, the theory cor-
rectly predicted that all three points which had previously
continued to burn (according to the theory) would now ex-
tinguish. Inspection of other runs occurring near the ex-
tinction boundary indicated that their final outcome could
similarly be changed (i.e., extinction to non-extinction, or
vice-versa) by a small change in the time scales of their
respective p-t curves. Thus our model proves to be quite
sensitive to the speed of the p-t curve in the region near
the theoretical extinction boundary.

D. Theoretical Predictions Based on Exponential
Depressurizations

The results which are presented in this subsection are
oll based on exponential p-t curves given by the equation,
P - sA i P. - P,) exp(- &r) I , where /V is a non-dimensional
measure of the rate of the depressurization and is analogous
to (dp/dt)o. Figures 40-42 show the variations of the burn-
ing rate, the flame temperature and the characteristic times,
as a function of time during two exponential depressurizations.
These two p-t curves differ only by the values of 0 which were
used. The p-t curve with the larger (3 (i.e. the faster de-
pressurization) led to extinction, whereas the p-t curve with
the smaller P (the slower depressurization) resulted in con-
tinued combustion. The results are plotted against the prod-
uct PT rather than against the non-dimensional time, 'Z
alone. This coordinate was chosen so as to make the two
curves coincic*> at the start. (Note, that when plotted against
if'z, the exponential p-t curves for all values of P3 fall on

the same line.) Hence this choice allows us to compare those
changes which are due only to the dynamics of the problem.

The predicted transient burning rates for the two ex-
ponential depressurizations xe shown in figure 40. The cor-
responding steady state burning rate is also included for
reference. Note that the predicted transient burning rates
for both of these two depressurizations are always less than
the corresponding steady state burning rate.

The predicted transient flame temperatures for these de-
pressurizations are shown on figure 41. The steady state
flame temperature, which was taken to be constant for these two
runs, is also included on the curve. The results show that
the predicted flame temperature drops considerably below the
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the steady state value during both depressurizations. In
the case which continued to burn, the flame temperature re-
covered and returned to its steady state level. In the ex-
tinction case, the flame temperature continued to decrease

A until the extinction criterion was reached.

The importance of thig decrease in flame temperature
is reflected in figure 42 which shows the characteristic
tim-s for chemical reaction and for diffusional mixing
during an exponential depressurization which leads to ex-
tinction. Again the steady state values are given for com-
parison. This curve dramatically shows that the diffusional
mixing term is the dominant (slowest) term at high pressure,
steady state'operation, but that during the transient the
powerful Arrhenius term causes the chemical reaction term
to become the more important characteristic in the gas phase
flame. Note that because the characteristic diffusion term

is nearly directly proportional to the flame temperature,
diffusion actually occurs faster during the transient than
during the steady state. This unexpected result occurs be-
cause we include the gas phase density in our characteristic
time terms.

The sensitivity of the predicted extinction boundaries
to changes in the various parameters in the theoretical model,
are shown in figures 43-46. Each of these figures shows the
effects of two different types of changes in one particular
parameter. These two changes will be referred to as Case I,
and Case II (analogous to the cases discussed in Section IV-G).
In Case I, the change in the particular parameter is accompaniedSby changes in the burning rate constants, A and B (see equations
35 and 36), in such a manner that the change in the particular
parameter does not cause a change in the steady state burning
rate behavior. This corresponds to choosing two different
numerical values of the particular parameter when analyzing a
given propellant. In Case II, the burning rate constants were
not changed when the parameter was changed, so that the end
result was a shift in the steady state burning rate behavior
of the "propellant" due to the change in the parameter. This
case compares two separi te (fictitious) propellants which
differ only by this one parameter.

The effects of changes in the surface heat release, H,
are shown on figure 43. The solid line represents the base
case. The line which is composed of both long and short
dashes corresponds to Case II (above). This curve represents
the case where the change in the surface heat release causes
a change in the steady state burning rate behavior of the pro-
pellant, i.e., it shows the predicted effect o' changes in the
surface heat release on the extinction boundary. The line
which is composed of all dashes, represents the result of
using two different numerical values for H in the theoretical
predictions. For example, if one is uncertain of the magnitude
of H by this amount, the predicted results will be uncertain
by the (large) amount shown by the comparison between this

-I
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curve and the base curve. Thus, it is imperative that the
* surface heat release be known accurately. (A .05 uncertainty

in H, corresponds to about a 10% uncertainty in the heat re-
lease given off upon decomposition of AP, or about a 30% un-

* certainty in the latent heat of the fuel.) However, despite
the sensitive dependence of the predictions on the surface
heat release, the model is capable of preoicting the effect
of changes in oxidizer loading quite accurately (see Section
VI-B-a), even though the surface heat release varies rapidly
with the percentage of oxidizer in the propellant. This
indicates that the method that was used to estimate the sur-
face heat release must be reasonably accurate (or else the
model would not properly predict the effect of changes in
the oxidizer' content of the propellant).

Figure 44 shows the effects of a 300 K decrease in the
flame temperature. Again, the solid line represents the
base case, the line composed of long dashes represents Case I
(above), and the line composed of both long and small dashes
represents Case II. The results show that the shift in the
extinction boundary due to a change in the flame temperature,
that also causes a change in the steady state burning be-
havior (Case II), is quite large. However, the error intro-
duced into the extinction predictions by the use of an in-
correct flame temperature is quite small (in view of the fact
that flame temperatures can probably be estimated to within
1000K).

Figure 45 shows that the error introduced in the computer

predictions by the use of an incorrect surface activation energy
is quite small, but that if the surface activation energy is
somehow magically increased without affecting thp other char-
acteristics of the propellant, extinction occurs miich more
easily.

For our exponential depressurizations, changes in the
steady state flame temperature with pressure have been ignored.
For most practical propellants, this is a good approximation
(see flame teiperature calculations in Appexndix II). Since
the flame temperature is constant, the steady state burning
rate is completely independent of the flame act.ivation energy.
Consequently Cases I and II are identical in this case. Figure
46 shows that if the activation energy of the flame of an
actual propellant is increased, the propellant becomes much
easier to exti guish. (This is because of the importance of
the Arrhenius term during depressurization.) Similarly, the
use of an incorrect flame activation energy in the theoretical
model would strongly affect the theoretical predictions. This
is especially important since the flame activation energy is
so poorly known.

By way of summarizing figures 43-46, we note that uncer-
tainties introduced into the theoretical predictions by un-
certainty in the flame temperature or the surface activation
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energyJ, are quite small. However, uncertainties in the flame
activation energy and surface heat release cause large un-
certainties in the theoretical predictions. By testing
several propellants with different surface lieat releases, we
have been able to increase our confidence in the values of
the surface heat release which have been used. Unfortunately,
no such check is available for the flame aciivation energy.

Figure 47 shows that a 25% change in either of the burn-
.,ng rate constants, A or B (see equations 35 and 36), causes
a change of about the same magnitude in the extinction
boundary. However, a 25% change in B, the constant its the
diffusional term, corresponds to a much larger change in the
steady state burning rate than does a similar change in A.
An increase in B essentially corresponds to lowering the
entire burning rate curve by a relatively large, constant
percentage, while an increase in A corresponds to lowering
the entire curve by a small, constant increment. At high
pressures, this latter effect is not even noticeable, but at
low pressures it becomes significant. Thus the value of the
constant, A, in the chemical reaction term is relatively sen-
sitive to small changes in the low pressure end of the burning
rate curve. Because of its importance in determining "A", we
see that the low pressure end of the steady state burning rate
curve is just as important to the prediction of extinction as
is the high pressure end. The converse argument also applies.
The chemical kinetics affect only the low pressure end of the
burning rate curve. If there is a change in the chemical
kinetics, the high pressure end of the burninp rate curve re-
mains unchanged, but the extinction characteristics of the
propellant can change significantly.

From a physical viewpoint, an increase in either of the
constants, A or B corresponds to an increase in the respective
characteristic time. Consequently when either A or B is in-
creased, the propellant becomes easier to extinguish (because
the gas phase flame moves farther away from the surface). In-
creasing either of the constants, A or B, corresponds to de-
creasing the steady state burning rate. Thus all other things
being equal (i.e. surface heat release, flame temperature, etc.),
a propellant which has a high burning rate (at all pressures)
will be difficult to extinguish. This explains the limited
success (and the short-comings) of the "non-dimensionalization"
theories; in general, all other things are not equal so that the
effect on extinction of an increase in the steady state burning
rate cannot be determined without atlso including a complete
analysis of the changes in the other propellant parameters.

Figure 48 compares the extinction boundary as a function
of the initial pressure for two different final chamber pres-
sures, 40 psia and 20 psia. The predicted extinction boundaries
differ by about a factor of two for these two different final
pressures. These results show that a lower final pressure
favors extinction.
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E. Theoretical Predictions of the Xmportance of the Shape
Depressnrizaticn Curve

The experimental results of Section V have shown that
changing the combustor geomet:.y, and hence the shape of the
p-t curves, has a significant effect on extinguishment (when
expressed in terms of (p/let)o and p9 ). To obtain further
insight into this problem, an analytical study of the im-
portance of ýhe shape of the p-t curve on evtinction was
undertaken. In this study, two exponentials with different
decay rates were connected together to determine which part
of the p-t curve is the most sensitive indicator of the
occurrence of extinction. The two exponentials were joined
so that the pressure was continuous at their junction, but
so that the slope of the pressure was discontinuous. The
point of the junction of the two exponentials was chosen as
the time at which the pressure had dropped -ne "e-fold"
below its initial value (see figure 49). The relative rate
of decay of the two exponentials was then varied and the ex-
tinction boundary was determined as a function of this ratio
between the two decay constants.

Results have been obtained for two cases in which the
pressure was varied between 1000 and 40 psia, and 250 and
20 psia, respectively. The results are shown in figure 50
where the abscissa represents the final decay constant,13 2,
and the ordinate represents the initial decay constant, (3i"
The line along which (2 =(31 is shown by a dashed curve.
This special case represents the smooth, one step exponential
curve which was used in the previous subsection. These re-
sults show that as the ratio between the decay rates of the
two parts of the p-t curve is changed, the value of the initial
derivati7e of the pressure which is required to just extinguish
combustion varies over very wide limits. This agrees with the
experimental results which showed that for combustors of dif-
ferent geometries (between which the shape of especially the
low pressure end of the p-t curve differed), the initial
pressure derivative was not a good indicator of the extinction
characteristics of a propellant. For example, note that when
the initial decay constant is changed by a factor of 10 (from
0.1 to 1.0), the final exponential decay constant which is
required to just extinguish combustion, changes by only some
15 to 20%. This implies that the rate of depressurization at
the low pressure end of the p-t curve is a much more sensitive
indication of whether or not extinction will occur than is the
intial rate of depressurization.

It must be understood that the point of intersection of
the two exponentials is very important in determining the
relative sensitivity of the two parts of the p-t curve. For
instance, had we positioned the junction point after a one-
and--one-half or two "e-fold" drop in the pressure, the initial
exponential would have taken on more importance. Thus these
predictions justify the suggestions which have been made by
Von Elbe( 1 0), Cohen( 9 ), and others, that as an engineering
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approximation, the pressure decay rate at the low pressure
end is a better measure of extinction than is the intial
decay rate. A corresponding physical argument is that since
the actual extinction process does take place at low pressures,
phenomena at low pressures are likely to be most influential
ir causing extinction. Again, we caution that still the en-
tire pressure decay curve can be important in the extinction
process.

-6
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SECTION VII

EXTINGUISHMENT OF DOUBLE-BASE PROPELLANTS

In this section, we consider the extinguishment charac-
teristics of double-base propellants. Double-base propellants
are distinguished from ammonium perchlorate composite propel-
lants in that the fuel and oxidizer are homogeneously mixed
on a :,olecular scale, and because the constituents are (gen-
erally speaking) primarily a mixture of nitrocellulose and
nitroglycerin. Some brief experimental results are presented
and a theoretical model of the depressurization transient in
a double-base propellant is described. Because of the present
limitod understanding of the steady state combustion process
in a double-base propellant, it has been impossible to present
as accurate and thorough an analysis here as was done for the
.:omposite propellants. However, there are several reasons for
including a section on double-base propellants. First of all,
n- theory for double-base propellants indicates how the de-

S. surization model for composite propellants can be modified
L•.•nclude other steady state theories. Second, the work on
dk uble-base propellants serves to emphasize the fact that there

* are significant differences between the physical characteristics
of the flam.es of a composite propellant and a double-base pro-
pellant. Because of these differences, the previous GDF descrip-
tion of the depressurization process is limited to composite
propellants and should not be used to describe double-base
propellants. Finally, it emphasizes the fact that a proper
physical description of the flame is necessary in order to ob-
tain accurate transient predictions.

A. Physical Description of the Combustion Process in
Double-Base Propellants

One obvious difference between composite and double-base
propellants is that different ingredients are used in the two
propellants (generally speaking, double-base propellants are
composed of nitrocellulose and nitroglycerin). However, in
addition to this compositional difference, the fuel and oxidizer
in a double-base propellant (unlike those in a composite pro-
pellant) are pre-mixed on a molecular level. A given molecule
in a double-base propellant can contain both the oxidizer and
the fuel for the ensuing chemical reaction. As a result of
these two differences, the flame of a double-base propellant is
considerably different from the flame of a composite propellant.
However, despite the fact that the ingredients in a double-base
propellant are pre-mixed, the flame of a double-base propellant
is more complex than that of a composite solid propellant.

A physical description of the combustion process in a
double-base propellant can be obtained from various experimental
observations. The combustion wave in a double-base propellant
consists of the following parts. First is the heat-up zone in
the solid which is accompanied by sub-surface chemical reactions.
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These reactions decompose the solid and eject reactive par-
ticles into the gas T~hase. These particles combine exo-
thermically very near to the surface in the so-called "fizz
zone" and cause a steep rise in the temperature profile. This
rapid gaseous reaction is followed by the so-called "dark
zone" which is characterized by a plateau in the temperature

profile. At high pressures, a luminous flame appears at the
end of the dark zone and the temperature profile rises rapid-
ly to the adiabatic flame temperature.

It is generally a cepted that the sub- ace reaction
is exothermic( 5 1 ,52,53). Crawford, et. al.19"' have indicated
that the energy contributed by the solid phase reactions repre-
sents a significant portion of the energy which is required
to decompose the surface. Klein, et. al.(52) have further
contended that this heat production must occur very near to
the surface of the burning propellant because of the low ther-
mal conductivity of the solid and because of the Arrhenius
dependence of the reaction on the local temperature. Samples
of gas taken near the surf of a burning double-base pro-
pellant by Tajima, et. have shown that free radicals
are present, but there has been no evidence of high molecular
weight products. Tajima, et. al. have interpreted this to
mean that extensive degradation must take place in the con-
densed phase. Crude estimates of the depth of the sub-surface
reactions have been seb at i0 by Klein, et.al. and 50- 3 00,M4
by Heller and Gordon(5•)

As suggested above, the surface decomposition is followed
immediately by a reaction between the decomposition products.
Th is.reaction yields such intermediate products as NO, CO, and
H2 '5 5 ' and raises the qas temperature to about 15000 K very
near the surface(51,52 . The thickness of this reaction zone
has been estimated as one millimeter by Reller and Gordon(551
and as tenths of a millimeter by Sarner(5 6).

At low pressures no further reaction takes place and the
final combustion temperature remains at about 15000 K (far
below the calculated abiabatic temperature of about 3000 0 K).
Thus at low pressures, the entire combustion process is non-
luminous except for a weak radiation from the surface of the
propellant( 5 7 , 5 8 ). However, as the pressure is increased to
about 250 psia, briaht_ hrply defined, luminous flame
suddenly appears . When it first appears, the
luminous flame is about 15 mm from the surface and being so
far away, it has no noticeable effect on the burning rate.
As the pressure is increased still further, the dark zone
shrinks and the luminous flame moves closer to the surface.
Crawford, et. al.(51) have found that the length of the dark
zone is proportional to p-3 , while, for • 8glightly different
"propellant formulation, Heath and Hirst have found that the
length varies as P-l9.
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At high pressures, the luminous flame eventually moves
so near the burning surface that it becomes a controlling
factor in the burning rate. Reid( 5 7 ) has estimated that
heat feedback from the luminous flame starts to become im-
portant around 500-600 psia. The effect of the flame can
sometimes be noted by a change in the slope of the steady
state burning rate curve.

The dark zone is apparently a region in which a criti-
cal concentration of active particles is built up, after
which a nearly instantaneous branched chain reaction takes
place (luminous flame). Consequently while the dark zone
becomes very thin above 1000 psia, there is no reason to
believe that it ever vanishes entirely. Finally, ignition
tempera ýgf measurements by Tajima, et. al. (54) and Crawford,
et. al. have indicated that a double-base propellant
ignites at about 5000 K. Surface temperatur measurements
by Crawford 9et. al. (51), Klein, et. al. (-52, and Cotton
and Austin , have been reported between 5000 K and 10000 K.

B. The Quasi-Steady Approximation for Double-Base Propellants

Before Oescribing the model for non-steady burning of
double-base propellants, it is necessary to again review the
applicability of the quasi-steady approximation for the gas
phase. This review is especially necessary in view of the
relatively thick reaction zone in double-base propellants.
Using an overall flame thickness of 15 millimeters (taken
from the previous sub-section), and using a steady state
burning rate of .5 in/sec, we obtain a gas residence time of
about five milliseconds in the reaction zone. For such long
residence times, the validity of the quasi-steady approximation
begins to become questionable. However, this flame thickness
includes the luminous flame. At low pressures (where the flame
reaches this 15 millimeter thickness), the luminous flame is
insignificant as a driving mechanism for the combustion process.
The fizz zone thickness is a more appropriate measure of the
characteristic time of the gas phase reaction. Consequently,
using a thickness of one millimeter (again taken from the pre-
vious subsection) for the fizz zone, we obtain a residence
time of 0.5 ms. This time is fast enough to justify the
quasi-steady approximation (depressurization times for double-
base propellants are on the order of ten milliseconds).

At high pressures, the luminous flame does become important
in the combustion process of a double-base propellant. However,
in order for the flame to feed a significant amount of heat
back to the solid, it is necessary that the flame move very close
to the surface. We make the approximation that when the luminous
flame is so near the surface that it adds significant heat to
the surface, it is thin enough to be assumed quasi-steady. Con-
versely, at low pressures, where the flame moves away from the
surface, it is no longer important in the burning process so
that the quasi-steady approximation can be based on the thick-
ness of the fizz zone alone.
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In our theoretical model, we will always include the
luminous flame in our description of the ccmbustion process.
Ln addition, we will always assume that the entire flame zone
is quasi-steady, but this is not in disagreement with the
statements in the above paragraph for the following reasons.
At pressures below 500-600 psia, the heat feedback from the
luminous flame is negligible (less than 0.1%) in our model,
consequently, at low pressures the luminous flame has no
effect on the transient burning rate so that the actual
method which is used to describe them becontes irrelevant.
We are in effect applying the quasi-steady approximation
to only the fizz zone.

C. Combustion Model For Non-Steady Burning of
Double-Base Propellants

As previously indicated, the physical description of
the combustion process in double-base propellants is not as well

documented as is the burning rate process for composite solid
propellants. Because of this, our double-base theory should
be considered as preliminary and should be revised and up-
dated as more detailed knowledge of the flame structure becomes
available. The theory we shall use is basically similar to the
one presented by Rice and Ginell 60), but it philosophically
follows the model for composite solid propellants which was
described in Section III.

We visualize the combustion process as being composed of
three exothermic regions; one inside the solid phase, one near
to the solid surface but in the gas phase (fizz zone), and one
in the luminous flame. For simplicity we approximate the sub-
surface reaction as being collapsed and occurring entirely at
the surface. We treat the fizz reaction as a pre-mixed flame.
As before, we approximate the spatial reaction rate in this
gaseous reaction zone by a delta function. Note that the approxi-
mations for the sub-surface reaction and the fizz reaction are
mutually consistent (all reaction occurs at the highest tem-
perature). The actual "thickness" of the fizz zone (i.e. the
distance of the delta function from the surface) is to be de-
termined from steady state data in a manner analogous to that
used for composite propellants.

Because of the heat release in the solid, this combustion
model predicts a steady state burning rate which is independent
of pressure in the low pressure region. The level of this
pressure independent region in the burning rate is proportional
to the amount of heat which is released in the solid. Steady
state burning rate data of double-base propellants frequently

exhibit such a plateau, and the magnitude of the sub-surface
heat release can be estimated from the level of this plateau.
However, in these. preliminary studies, the split in the heat
release between the sub-surface reaction and the fizz zone re-
action has been arbitrarily picked as 25%/75%. (The total heat
release of the two reactions is known from experimental measure-
ments of the temperature in the dark zone.)
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Finally, we model the dark zone as having a length which
is an empirically determined function of pressure (only).
From Cra.. ford's obIervations (51), we take this function to be
proportional to p- . We visualize the dark zone as being a
region in which a critical concentration of a reactive species
is developed. As soon as this critical concentration is
reached, a chain reaction occurs right at the end of the dark
zone and gives rise to the luminous flame. The biggest draw-
backs to this assumption are that the model requires measure-
ments of the length of the dark zone as a function of pressure
during steady state burning and, more fundamentally, that it
ignores the mechanisms which contribute to the length of the
dark zone. The justification for such a crude model is that
the luminous flame is only of minor importance at intermediate
pressures and that it will probably disappear altogether before
the pressure has dropped low enough to cause extinction. At
pressures above 1000 psia, the model is expected to become less
and less valid.

The mathematical description of the model is as follows.
First, since all the sub-surface reaction is placed right at
the surface, the equation for the solid phase is the same as
the one we used for composite propellants (see Section IV-B).
In non-dimensional form, the equation for the solid phase is

ax 1) -C[ (24)

The quasi-steady approximation in the gas phase also leads to
the same equation as the one that was used for composite pro-
pellants. Both the fizz zone and the dark zone (plus luminous
flame) are described by similar equationS,

dX_ ___ _ " Z 0 dark zone and (114)
dX el cluminous flame

+ .e

C1. + JX fizz zone (115)

In order to integrate the gas phase equations, we take
both 4 ,J to be delta functions. Thus we obtain

/~
/ I -I dark zone and

luminous flame (116)

and c- -X
(Se)8C - (S - i fizz zone (117)

In order to determine the "thickness" of the fizz zone reaction,
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X1 , we again relate it to a characteristic time

A.Xx S M ntt -Ij t I T Iiat(118)

We express this characteristic time as

"•If.V PI, e fE, 4aI - (119)

where m is the order of the reaction, and A is an I
undetermined constant. (Rice and Ginell( 6 0) similarly used
a reaction oforder m). However, for the length of the dark
zone, we use a slightly different approximation. We assume
the luminous flame occurs immediately at the end of the dark
zone, and we determine dark-XI, from
Crawford, Pt. al's data ..W zone length, XX f

i3 - Xz-=X L DRA vE K/p3 (120)

The constant k is also determined from the same source tobe, k = 3.

The final form of the equations describing the heat feed-
back from the gas phase to the solid Dhase of a double-base
propellant is

NP , R (121)

and

f =
A ,to l , -(122)

The steady state burning rate curve is obtained by in-
serting the steady state temperature gradient inside the
solid, (-aoj$ , into the above equations togive SO• 9S•p"•-st1 l pl

e + --------
~ e - Hf~) TF!,FOexP[E ,*& (123)

A plot of this equation is shown on figure 51. Nominal values
have been assumed for all the parameters as shown on the curve.
As this figure shows, this equation predicts a constant burn-
ing rate at low pressures. At intermediate pressures the burn-
ing rate behaves as pro/2. At high nressures, the heat feed-
back from the luminous flame ueg lns to become important and
the burning rate increases rapidly.
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D. Experimental Results for Double-Base Propellants

As indicated in the introductory remarks at the begin-
ning of this section, a small number of experimental de-
pressurizations have been made using double-base propellants.
Only one double-base formulation was tested. The particular
formulation which was chosen was an ICRPG double-base refer-
ence propellant. This propellant was purchased from the
Naval Ordnance Station, Indian Head, Maryland and carries
the designation N-5. The propellant is basically composed
of 50% nitrocellulose and 35% nitroglycerin. Complete
properties and specifications are given in reference 61.

The experimental methods and apparatus which were used
for testing the double-base propellant are identical to those
described in Section IV and Appendix I for composite propel-
lants. As discussed in Section IV, a photomultiplier was
used to monitor the visible radiation from the propellant
flame during a depressurization. The propellant was said to
extinguish if (and when) the flame radiation went to zero.
However, as indicated above, the luminous flame in double-
base pro.ellants disappears at pressures below about 250 psia-
the dark zone becomes effectively infinite in length at this
pressure. In our experiments, the photomultiplier faithfully
recorded this disappearance of the flame. Whether the propel-
lant extinguished permanently, extinguished momentarily and
later re-ignited, or continued to burn, the photomultiplier
output went to zero and stayed there. As a result, the photo-
multiplier was of no use in determining which of these three
end conditions actually cccurred. Furthermore, re-ignition
and burnout following a temporary extinction in a composite
propellant always produced a noise which was loud enough to
be heard audibly, and so served as a second method for identi-
fying runs which extinguished temporarily. However, the re-
ignition and bivrnout of the double-base propellants could not
be detected audibly. Consequently the only way to positively
identify which runs extinguished, was to actually observe pro-
pellant remaining in the combustion chamber following a de-
pressurization. That is to say, the only extinctions which
could be detected were permanent extinctions; it was impossible
to discern between transient extinctions and runs which con-
tinued to burn.

The experimental results for the doubl3-base propellants
are shown in figure 52. In order to allow easy visual com-
parison with the results for composite propellants, the double-
base results have been plotted on the same scale as were the
results for the composite propellants. Those points for which
the final outcome is uncertain (i.e. temporary extinctions and
non-extinctions) are indicated by semi-darkened symbols. De-
spite the many inconclusive runs, a sufficient number of runs
extinguished permanently to prove that this double-base pro-
pellant is much easier to extinguish than were any of the com-
posite solid propellants which were tested.
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Since the only points on this plot whose outcome is
definite are the runs which extinguished permanently* the only
experimental "extinction boundary" we can draw is a boundary
between permanent extinction and non-extinction plus extinc-
tion followed by re-ignition (i.e. a boundary like those
drawn by Jensen( 4)). The data scatter which is shown on this
figure ip representative of the apparently random way in
which re-ignition occurred throughout the entire experimental
program (for both double-bas'.- and composite propellants).
! As we discussed in Section III, this scatter is due to vari-
ations in the re-ignition process, not the depressurization
process.

E. Theoretical Predictions for Double-Base Propellants

As seen in the previous sub-section, the experiments with
double-base propellants have only been adequate to ascertain
the qualitative conclusion that double-base propellants are
easier to extinguish than are composite propellants. Our aim
is to use our theoretical model for double-base propellants
to ahow this same qualitative result, namely that double-base
propellants are easier to extinguish than are composite pro-
pellants.

SWith this in mind, we have chosen nominal values for the
1 1ra.eters in our equations as shown on figure 51. The steady

*state burning rate which corresponds to these values of the
*parameters is also shown on figure 51. This burning rate curve

bis similar in shape ty the burning rates which were measured
* by Crawford, et al.(5

The t1eoretical extinction boundary for this double-base
propellant is shown in figure 53. Exponential pressure-time
curves have been used to obtain this extinction boundary. For
comparison, a similar theuretical extinction '.oundary for a
composite propellant (which is essentially 80%/-/20%/ PBAA) is
also sho-n on this figure. This graphically shows that the ex-
tinction predictions for double-base propellants do have theIaqualitative agreement with our limited experimental results
which we had hoped for. The data definitely show that double-
base propellants extinguish more easily than composite solid
prcpellants.

This then represents another justification for one of the
ideas which we have tried to put forward in this thesis: an
accurate physical description of the flame is necessary if one
is to obtain accurate transient (in this case depressurization
transient) predictions for a solid propellant. The difference
between tse extinction characteristics of double-base and com-
posite solid propellants can only be explained in terms of the
differences in their flame structures. For example, the theories
of Von Elbe and Paul, which were discussed previously, predict
that as the steady state burning rate of a propellant increases,
Sthe pzopellant becomes more difficult to extinguish. The degree
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of difficulty increases as the square of the steady state
burning rate. Thus their theory predicts

Co.'rrml 71 CC I

The burning rate of double-base propellants is generally
considerably higher than that of composite propellants. Con-
sequently these "non-dimensionalization" theories world pre-
dict that a double-base propellant is more difficult to ex-
tinguish than is a composite. This prediction is qualita-
tively in the wrong direction. The reason for this incorrect
prediction is that they did not include the flame structure
in their theoretical models.
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1 SECTION VIII

.1 SUMMARY AND CONCLUSIONS

In the preceding sections of this thesis, we have deve-
loped separate theories to explain the depressurization trans-
ient in both composite propellants and in double-base propel--
lants. We have also presented experimental results which shcw
the extinguishment characteristics of both types of propellants
and which serve to provide a test for the theoretical rm..-els.
Most of the work which is reported in this thesis pertainrs to
composite propellants; a lesser amount pertains to double-base
propellants.

In the experimental program for composite propellants,
the extinction characteristics of several families of propel-
lants were determined through extensive testing. Sufficient
experimental data were obtained to determine the boundary be-
tween the region of extinction and the region of non-extinction
for each individual propellant formulation. A corresponding
theoretical boundary was then determined from the theoretical
model. The accuracy of the theoretical predictions was chec'z.1
by comparing the theoretically predicted boundaries with the
experimentally determined boundaries. In order to obtain mean-
ingful, quantitative agreement between theory and experiment,
the actual experimental pressure-time curves were used as the
forcing functions for obtaining the theoretical predictions.
The comparisons showed that the predictions for the effect of
changes in the propellant oxidizer loading and for the effect
of changes in the oxidizer particle size are in excellent
agreement with the experimental results. The preC.:ctions for
different fuel binder types are also satisfactory, but are
not as exact as the predictions for the first ti'o seiries. The
"propellants for which the theoretical prdicticn: begin to de-
viate from the experimental resulta are, in general, those
propellant formulations for which the steady state theory (on
which the depressurization model is based) Legins to ;jreak
down.

The experimental testing which was done with double-base
propellants was only sufficient to indicate that double-t;ase
propellants are considerably easier to extinguish than are
composite propellants. The corresponding theoretical prezdic-
tions for the double-base propellants agreed with this quali,-

* - tative experimental observatior.

In our theories for both composite and double-base pro-
pellants, a quasi-steady approximation has been used to analyze
the gas phase. It is this approximation which -',kes the prob-
lem tractable. In developing these theoretica± models, we
have been especially careful in the application of this quasi-
steady approximation. Other authors have used similar "quasi-
steady" approximations, but they have frequently been less
careful, and have gotten into difficulties on this point.
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When the quasi-steady approximation is used properly, an ac-
curate physical description of the flame structure becomes
imperative. In most of the theories which mis-use the quasi-
steady approximation, the flame structure doesn't even appear
in the analyses. Consequently it is impossible for such models
to predict the qualitative differences between the extinction
characteristics of composite and double-base propellants which
we have observed experimentally, and which we hove shown to be
due to differences in the flame structure.

Both of our theoretical models include as accurate a des-
cription of the flame structure as present knowledge allows.
In fact, it is only in the description of the flame structure
that our model for composite propellants differs from our model
for double-base propellants, and as noted above, our models
do predict the qualitative differences between the extinction
characteristics of double-base and composite propellants. In
addition, our theoretical model gives accurate, quantitative
predictions for composite propellants.

Our depressurization model for composite propellants is
based on the granular diffusion flame theory of steady state
burning. The GDF theory was originally chosen for use in the
depressurization analysis because extensive studies of steady
state burning have shown that the GDF theory more closely pre-
dicts the pressure dependence of the burning rates of a wide
variety of propellant formulations than does any other existing
steady state theory. Furthermore, the GDF theory allows us
to incorporate the two physical phenomena which are most import-
ant in the description of the gas phase flame; the model allows
for both the diffusional mixing of the originally heterogeneous
mixture of fuel and oxidizer, and for the chemical reaction
which follows the mixing.

A number of modifications to the GDF theory were necessary
in order to apply it to the depressurization analysis, but the
critical test of the theory is in its ability to represent the
temperature dependence of the gas phase reaction rate. The
steady state formulation of the GDF theory originally included
a dependenca on the flame temperature, however since the steady
state flame temperature is nearly constant (independent of pres-
sure), the actual dependence on the flame temperature had never
been tested - it was only a latent hypothesis. The depressuri-
zation results, on the other hand, are strongly dependent on
the temperature in the gas phase and the agreement between
theory and experiment indicates that the manner in which the
dependence on the flame temperature is incorporated into the
GDF theory is basically correct. Thus the results of our
transient analyses support t~.e basic GDF postulate, namely
that the flame of a composite solid propellant is composed of
both diffusional and chemical reaction effects. Further, our
results indicate that the GDF theory yields an appropriate
estimate of the relative importance of these two effects.
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Previous results on the steady state burning of composite
propellants have shown that, at normal rocket pressures, dif-
fusion is the most important process in the flame of a composite
solid propellant. Our results have confirmed this, but they
have also shown that at the onset of extinction the opposite
is true; the extinguishment process depends strongly on the
chemical processes. A proper theoretical model should there-
fore include both of these effects.

Our results have also shown that it is inadequate to re-
late the occurrence of extinction to a single value of dp/dt
(the rate of change of pressure) at some point in the p - t
curve. We have shown that extinction is most sensitive to the
low pressure end of the p - t curve, but that the entire curve
must be considered if we are to obtain a proper solution to
the depressurization problem. These remarks apply equally well
to the steady state burning rate curve. Since the chemical
reaction rate is important in the extinction process, it fol-
lows that the low pressure end of the steady state burning rate
is also important in determining the extinction characteristics
of a propellant. This is because the effect of chemical kinetics
appears only in the low pressure portion of the burning rate
curve and not at the high pressure end where they are swampeu
by the slower diffusion processes.

Both our experimental and our the..retical results support
the experimental findings of others - showing that more highly
oxidized propellants are more difficult to extinguish. Simi-
larly, propellants with smaller AP particle sizes are more
difficult to extinguish. The addition of aluminum (at constant
oxidizer-to-fuel binder ratio) makes a propellant slightly more
difficult to extinguish.

Our depressurization model for double-base propellants
visualizes a flame which is completely controlled by chemical
reactions. Diffusion is unimportant in a double-base flame
because the reactants are pre-mixed on a molecular scale inside
the solid. At low and intermediate pressures, the combustion
process in a double-base propellant is almost entirely driven
by a region of concentrated heat release which occurs near
and ir.side the surface of the solid. The reaction which occurs
near the surface is referred to as the fizz zone. The luminous
flame is generally so far from the surface at these pressures
(or during typical depressurizations) that it is of little con-
sequence. We have approximated the stand-off distance of the
luminous flame from an empirically determined formula which
gives the length of the dark zone as a function of pressure
(only). Because of the minor importance of the luminous flame
on the extinguishment process, we feel this rather gross approxi-
mation is adequate. We have represented the fizz zone heat
release by a delta function -- our approximation for a premixed
reaction.

Finally, some of the more important points which have
been brought out in this thesis are condensed and listed here
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in a very concise fashion. We have found:

(a) The flame structure is very important in determining the
extinction characteristics of a solid propellant.

(b) The granular diffusion flame theory can be applied to the
depressurization transient. (For propellants having fuel
binders which do not melt readily. and which are not
strongly under-oxidized, and for propellants which do not
have very large AP particles sizes).

(c) The depressurization results add further justification
to the granular diffusion flame molel of the steady state
burning of composite solid propellants.

(d) Although the steady state burning process in a composite
solid propellant is largely ccntrolled by diffusional pro-

V cess-, the extinction process depends in large part on
the .emical processes.

(e) The entire p - t curve is significant in determining ex-
tinction, not just the ratb of change of pressure at one
specific point on the p - t curve.

(f) Similar to the above, the entire steady state burning rate
curve is important in determining the extinction character-
istics of a propellant.

(g) Increasing the oxidizer loading, or decreasing the ammonium
perchlorate particle size in a composite propellant tends
to make the propellant more difficult to extinguish.

(h) Double-base propellants are easier to extinguish than are
composite propellants. The difference is directly attri-
butable to differences in their flame structures.

(i) The occurrence of extinction depends primarily on the de-
pressurization rate whereas re-ignition is most strongly
influenced by the environment inside the motor. Temporary
extinction is a characteristic of a particular propellant.
Permanent extinction is a characteristic of not only the
propellant, but diso the internal configuration of the
combustion chamber.
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82.5 % AP
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APPENDIX I

THE ANALOG COMPUTER AS AN AID IN SOLVING
NON-STEADY BURNING PROBLEMS IN SOLID PROPELLANTS

The analog computer has been used extensively in certain fields,
however, to date, its use in the field of solid propellants has been
rather limited. This appendix describes the feasibility of applying
the analog computer to the solution of non-steady combustion problems
in solid propellants, and it represents the author's initial results
in the research program that eventually led to the study of the ex-
tinguishment characteristics of solid propellants.

A. Fundamentals of Analog Computers

The basic element of an electronic analog computer is the opera-
tional amplifier. This particular amplifier is so named because of its
ability to perform the operations of addition, subtraction, integration,
and differentiation. This ability to perform the operation cf inte-

gration represents the one great advantage that the analogue computer
enjoys over the digital computer. A digital computer can perform the
operations of addition and subtraction only. Millman(74 gives a good
description of the operational amplifier.

The basic operational amplifier consists of a high gain amplifier
with a common ground between the input and the output, and with an
external feedback loop. The impedance which is placed in this feedback
loop serves to determine the computational function of the amplifier,
i.e., whether it adds, integrates, or etc. A typical operational
amplifier is given in the circuit below

1 •--'• Circuit for

S1 Operationa Amplifier

eie 0

In this circuit the amplifier has a gain - A as noted (the negative sign

implies that the output is 1800 out of phase with the input). Amplifiers
which are used in analog computers are chosen to have high open circuit
gain, and very smiE - rid (base) currents. Typically, the gain, A,
is of the order of 100, and the grid (base) current, 4 , is of the order
of 10-9 amps.

Currents, voltages, and impedances are noted on the above circuit.
The input impedance is labeled as ?, ; the feedback impedance is ZV

These impedances are, in general, complex. Corresponding currents are
labeled by i fh Ip and iS ( j represents the grid, or base current),
while the voltages are labeled by the letter P (eo represents the

I -156-
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output voltage). Voltages are measured with respect to the common
ground.

From Kirchhoff's laws, we find the relation between the three

currents,

it". + Z(-)

and using Ohm's law,

4 + 0 (1-2)

where we have used the fact that the grid current, iS , is negligibly

small. From the definition of the amplifier gain, we have e*= -Ae;
so equation 1-2 becomes

+ + .*e./ (1-3)

or,

e. 4. Zr,~L + -'A 1 (1-4)

and for Ab> (as it is tor typical operational amplifiers) we
have

e. e_ (1-5)

This is the basic equation for the operational amplifier. It states
that the relation between the input voltage and the output voltage is
determined solely by the ratio of the feedback impedance to the input
im.)edance.

Let us now consider some special cases of the operational ampli-

fier. All of these special cases are obtained by using different
feedback impedances, or different input impedances. First, consider
the case where both the input impedance and the feedback impedance
are purely real and are equal in magnitude, i.e., consider the case
where they are equal resistors. Then

and, taking

we have

C.UT- = - . e_,. = - e, (1-6)
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Thus when the input impedance and the feedback impendance are resistors
of equal magnitudes, the operational amplifier performs a sign change
only. Such an amplifier is very useful and is given the name, "inverter".

The circuit and programming notation is given below

S~INVERTER

eik e
Circuit Diagram Programming Symbol

(Note that for simplicity, the common ground has been left out of this
cuit as it will be for all later circuits.)

As a second case, let us return to our original circuit and modify
it so that it has several input impedances. Thus consider the circuit

-Aýf Operational Amplifier

--6 -- iF with multiple Inputs

-- el

As before, Kirchhoff's law gives

i,'r + i; - ; (1-7)

but we aico have

11+ 'z+ , (1-8)

so
i,÷ + + +' li,, +; =i =o

Again using Ohm's law, we have

e, e ez-e e3 _ 0 .. +e,_ei£,S +et C, . az5,+. • (1-10)
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and taking eO: :-e*/Ay we find, after some algebraic manipulation

Z 1 -3 7-h
If we now choose 3= = -= 7. = i t
(i.e. choose all input impedances and the feedback impedance to be re-
sistors of equal magnitude ) then we have

e,= =- e, * e * C3 * ".- + e:,] (1-12)

This then gives us the operation of addition. Such an amplifier with
multiple inputs is referred to as a summer. Its circuit and pro-
gramming symbol are

SUMMER

Circuit Diagram Programming Symbol

Subtraction can obviously be performed by combining a summer and an in-
verter.

Returning again to our single input impedance, and its governing
equation 1-5, we now consider the third case where both the input im-
pedance and the feedback impedance are purely resistive, but where
they are not equal in magnitude. Specifically, we take the case where
the ratio of their resistances is given by RF/Rz= I, where k( is
a constant. Then from equation 1-5, we have

le0= - iket;, (1-13)

Thus, this combination of input and feedback impedances gives, not only
a sign change, but also a multiplication by a constant. The programming
symbol for this is

K

In commercial analog computers, this constant K generally has the value
of 10, or 0.1, i.e., generally, it scales by a factor of 10 (either up or
down). The extension of this to multiple inputs is obvious.
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The multiplication of a variable by a constant can also be accom-
plished by means of a potentiometer. A potentioa-eter is a simple voltage
divider. Because of its passive nature (no energy source is included
ir a potentiometer) a potentiometer can only multiply by a factor, K,
which is less than 1.0. The circuit and programming symbol for a poten-
tiometer are

ei POTENTIOMETER

4 -4 Progranmming Symbol

Thus, to multiply a voltage by a number greater than unity, an opera-
tional amplifier must be used. Potentiometers are used for multiplica-
tion by constants less than 1.0. However, to multiply a voltage by a
specific constant, say 2.36, the normal procedure is to use both a
potentiometer and an amplifier. The potentiometer first multiplies the
voltage by .236; the amplifier then multiplies this result by 10.0 to
get the desired 2.36 multiplication.

In order to obtain an integrator, we must use a reactive component
in our operational amplifier. The -'urrent through a capacitor of ca-
pacitance C, is given by

F d t: (1-14)

Where C is the capacitance of the capacitor in farads, and er. is the
voltage drop across the capacitor. We have labeled the current through
the capacitor as If , in anticipation of placing the capacitor in the
feedback loop as shown in the following circuit.

C

INTEGRATOR

el• ~programming Symbo

Again, Kirchhoff's law gives

or e - (e (1-15)

Taking e,- -Ae• A'7I we have
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or t

e Rx% ~ v (1-17)

where Vo is the voltage (i.e., stored charge) on the capacitor at
time zero. Consequently, we see that the output of an integrator is
indeed the integral of the input.

This result can also be obtained directly from equation 1-5. Ekpress-
ing the capacitor in terms of its complex impedance, , we
have

;h (1-18)

where ?,, R . This relation is obviously the Fourier transformn. for
the integral of the input voltage.

As indicated above, the initial condition in the integration is repre-
sented by the charge which is stored on the capacitor at zero time.
Integrators on commercial analog computers commonly have a special
circuit which allows the operator to pre-set the initial condition for
each integrator by charging each integrating capacitor to a selected
initial voltage. This initial condition is denoted in the prograirdning
symbol for an integrator as shown below

Integrator with e,
Multiple inputs es.

For generality, we have shown multiple inputs on this symbol. It is
easy to show that an integrator can act as both a summer and an inte-
grator in one step. For the programming symbol shown, the output
voltage, e. , is related to the input voltages by

t

4- e-, Vo (1-19)

One further interesting and useful characteristic ' integrators,
is their ability to "time-scale" the problem. For instance, consider
a problem in which the actual process time is of the order of milli-
seconds (as is the case in our depressurizations). If the solution
to this problem is computed on so short a time scale, the operator will
have no time to observe events that occur du-ing the transient. Con-
sequently it is advantageous to time-scale the problem so that the
solution is computed at a "convenient" speed. (Note that in analog com-
puting, the programmer operates the computer and observes the computer
"solutions" as they are computed, by means of a cathode ray oscilloscope
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or a mechanical X-Y plotter. Consequently, he generally picks a time-
scale which is suitable for obtaining the information he is currently
seeking.) To visualize how the integrators time scale, we define a new
time variable T which is related to the real time, I , as

t= K,T
where X, is a constnt. Then the integral in equation 1-17 becomes

0 C

or

Ki
__ ~ ~j7'-f-V(1-20)r2c J 0r V

S~0

Thus time scaling is accomplished by changing either the input resistor,
ftz) or the feedback capacitor, C. For instance if we use a new

capacitor C' such that C=C /ht , then we have time-scaled the
problem by a factor, K,.

The differentiating circuit is seldom used in analog computing, and will
not be discussed here. Let it suffice to say that a differentiator can
be obtained by using a resistor as a feedback impedance, and a capacitor
as the input impedance.

Thus far, our discussion of analog computers has concerned only linear
elements. Non-linear operations are achieved by resorting to approxi-
mations. One of the most useful approximation methods is by means of

variable diode function generators (VDFG). These devices can be used to
represent a general function of the independent variable x by a series
of straight lines. For example, the representation of the general func-
tion, (7) , is accomplished by the series of connected line segments
as shown below.

Representation of
a General Function
b Straight
Line Segments

Generally speaking, the VDFG's have a capability of about 20 line seg-
ments. The slope of each of the segments is chosen by the operator, by
setting the output voltage at each break-point. The programming symbol
for these function generators is

Variable Diorde F. cX)
Function Gen-
erator
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One very important use of the diode function generator ;s for multi-
plication of two variables. The break-points on the diode function

generators are pre-set by the manufacturer. Each multiplier consists of
two function generators, both of which square the input that tney receive.

Thus, to multiply the two variables, x and y, the sum, x + y, is ftd
into one function generator, while the difference, x-y, is fed into the

second function generator. The outputs of the two function generators
are (x+y) 2 and (x-y) 2 , respectively. The desired product is obtained
by subtracting these two results.

X a (1-21)

This particular type of multiplier is known as the quarter-scale multi-
plier. Various other means have been devised for multiplication on an
analog computer, but the quarter-scale multiplier is probably the most

widely used. (Karplus and Soroka(75 devote their entire Chapter 3 to the
subject of multipliers).

The programming symbol for a multiplier is

Multiplier 
X

Other pre-set function generators which are generzlly included on
analog computers is a function generator whose output is the logarithm
"of its input. (Note that some variable diode function generators are
also generally available on a commercial analog computer. The variable
diode function generators are set by the operator to approximate any

function as desired by the operator.)

Several good textbooks are available on the general theory of analog
computers. Among them are references 75 to 79. All these references

include developments similar to the one given above (which most closely
follows reference 78).

B. Magnitude and Source of Errors in Analog Computing

Typical errors in an analog computer solution of a problem generally

run around 2 to 5%. For mzny situations, this accuracy is sufficient,
for other applications, it rules out the analog computer. Frequently a

problem can be split into two separate parts, for example, if y is the
solurion to be found, let j(t) = f(t) + ? (t) where 7 (t) is an
algebraic function of a certain type which may closely approximate the

solution. Frequently physical systems suggest such a function. Thus from
the original equations and the boundary conditions a new equation for the
unknown function, •%(t), can be determined. Thus if (for example) ' (t),

is about one-half as large as ! (t) in magnitude, an error oi 3% in

will cause an error of only 1% in the final solution.

-it 3-
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The sources of the errors in analogue computing are varied. The approxi-
mations which are used for non-linear functions are one source cf error
Normally these can be kept to 0.1% of full-scale, or to an effective
level of abouc 0.5%. Most components have tolerances on the order of
0.1% of full scale. Note that if the feedback resistor and the input
resistor in an inverting amplifier are not precisely identical, the
amplifier will multiply the input signal by a constant percentage (equal
to the percentage difference in the two resistors) as well as change its
sign. Amplifier drift can also be a problem, although it can generally
be reduced to levels myth lower than the other sources of errors by
proper use of chopper-stabilized amplifiers. Finally, noise and hum also
add their small bit to computing errors.

C. Solution of Simple Ordinary Differentiai Equations
on the Analog Computer

Ordinary differential equations can be solved directly on the analog
computer by exploiting its integration capabilities. When solving dif-
ferential equations, computer time corresponds to the independent variable
in the problem, and the voltages in the analog computer represent the
dependent variables. By using the time-scaliag property (discussed pre-
viously), solutions can be obtained very rapidly once the "program" has
been checked out. Time scaling is generally chosen so that a typical
solution takes about one minute on the analog. Because the operator
is actually at the console during the computacion, "turnaround" time is
inherently fast (when the machine is available). Because the operator is
at the console during the time of computation, he is able to observe the
effects of variations in parameters in rapid order, and can often ad~usL
his computer runs accordingly. Many computers include the capability of
"repetitive operation" which makes it even easier to observe the effects
of various parameters on the solution. During repotitive operation, the
problem solution time is speeded up by a factor of from 100-1000 (by
introducing new feedback capacitors into the integrator feedback loops by
means of an internal circuit) and is calculated repeatedly many times
per minute. By portraying these repetitive solutions on an oscilloscope,I the operator can get a quick qualitative feel for the effect of changes
in certain parameters (see reference9A8, pp. 241-247)

SBecause, as noted above, the analog computer is limited to inetra-
tions in one indeperndýent variable--machine time (which can be given a
one-to-one correspondence with any other independent variable, e.g.,I distance) -- the analog computer can solve only ordinary differential
equations, or systems of ordinary differential equations in a single in-I dependent variable. Solution of partial differential equations on the
analog computer can only be accomplished after all but one independent
variable has been broken down into a network of discontinuous intervals
by means of some sort of discretization technique. Such an operation con-
verts the partial differential equation into a caupled system of ordinary
differential equations which can then be solved directly cn the analogue.
(Note that to obtain a solution on a digital computer, all independent
variables must be discretized so that only purely algebraic equationsS~remain.)

Before going into the solution of partial differentia; equations, let us
first consider the solution of a relatively simple ordinary differential
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equation. Consider, for example, the solution of the ordinary differen-
tial equation

*.529 +/.67 S.(1-22)

where the forcing function, so; • t is available from a function
oenerator external to the analog comouter.

We begiu iy drawing the programming circuit for this equation. In
so doing, we will use a very simple-minded approach, but the aim is to
illustrate thc method for those who are not familiar with it. In draw-
ing the programming circuit, we first start by assuming that the highest
derivative, dtv /ztt is available, and then proceed to determine the
first derivative, dy-/1dt , and the function itself. In such a process,
one must be careful to remember that a siga change occurs as in every
amplifier. We re-write equation 1-22 as

- -= - ÷ 1,57(1-23)

Then we have

*.0

so thpt the Lhree values y, y, and y are now "available". We now
proceed to add the three functions together to give the second derivative
(see equation 1-23).

- sA.

Important facts to note are that we must us- an inverter to obtain "+y".
Also, to obtain a multiplication of 1.57, we have scaied down by 1.57/2
in. a potenticmeter (note 1.57/2. is less than unity as is required in a
potentiometer) and then we have fed the same input into the first inte-
grat.,r twice using two separate input resistors. This gives the required
gain. To obtain ".35 ý" we simply -se a potentiometer set at .35. The
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forcing function, -sin wt, is assumed to be available externally.

Finally we specify initial conditions and include them in our pro-

gram circuit. For example, take

Y••- 5.o • •o) =0

Then we have

PS.1000

Note for a zero initial condition, the lead-wire can be left out. The

capacitor needn't be shunted co ground.

In actual practice, simple forcing functions such as sinusoidal
functions need not be obtained from external sources. They can be ob-
tained f-om solutions of appropriate differential equations. For example
the equation

(1-24)

has the solution

(1-25)

Hence this simple forcing function can be generated by the circuit

+10-
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It is similarly easy to generate exponential functions, error functions,

etc. Power series in time can be generated by successively integrating
a constant voltage, tor instance,

Finally, a transformation of variables is frequently helpful in pro-
gramming. To evaluate the integral below, we can use a transformation

(Recall an analogue computer can only integrate in one independent
variable.)

D. Solution of the KTSS Model on the Analog Computer

The KTSS model, which is presented in reference 43, was programmed
for the analog computer by the author as the beginning part of his re-

search program. A considerable number of analog computer solutions were
obtained for sinusoidally varying pressuzes, and for exponentially in-
creasing pressures. In general these results agreed quite welL with
digital computer results of the same problem (within 5%).

The particular analog computer that was used, was an Electronics
Associates, Inc. PACE TR-48 Model computer. This is a small computer
as analog computers go. The TR-48 included the following components;

42 amplifiers plus 16 integrators, 6 multiplier, 4 variable diode
function generators, and 4 logarithmic function generators. This com-

puter has repetitive operation capabilities.

The equations in the KISS model which were solved on the analog
are

X -) X 1 (1-27)

9(, (= X:90 e-

0 , t0 0

-60 h9,W - ,PL (1-28)
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The auxiliary pyrolysis realtion is

= (1-29)

where m is a constant. Because the number of components was the most
stringent restriction on the TR-48, the pyrolysis relation was replaced
by ••

b= A ( 1 - 3 0 )

where A and a are two constants which were chosen so as to most
closely represent equation 1-29. By using equation 1-30 as a pyrolysis
relation, the logarithmic function generators could be used directly.
An alternative approach would have been to use the variable diode func-
tion generators, but this would have required carefully setting the
VDFG's each time the analog was operated.

The first step which must be taken before programming equation 1-27
on the analog is to discretize the partial differential equation into a
series of coupled ordinary differential equations. However, my initial
programming efforts indicated that only a very small number of "slabs"
in the solid phase could be accomodated on the small TR-48 analog. Con-
sequently a transformation of variables was used so as to make the tem-
perature profile in the solid as nearly linear as possible in the trans-
formed coordinates. With a nearly linear profile, a small number of space
increments could still give relatively accurate approximations for the
spatial derivatives. The particular transformation that was chosen, was
to define the new spatial coordinate, Z, as

Z=e- (1-31)

under this transformation, equation 1-27 becomes

+ (1-32)

This is the equ tion that was eventually programmed for the analog com-
puter. The boundary conditions 1-28 1ecome, under this transformation

&(z, o) = R.

ero,) 0 (1-33)+ NR

To reduce the partial differential equation, 1-32 into a series of
coupled ordinary differential equations, a discrecizacion technique was
applied to the spatial derivatives. The resulting ordinary differential
equations are of first orcer in the independent variable, time. Each of
these ordinary differential equations describes the time history of the
propellant temperature at a particular point in space. The coupling be-
tween the equations at each point 4n space brings the spatial effects
into the problem. The resulting differential equations are of the
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form IL÷, c,'-, &I•,

i" (-a B) 2 of t (1-34)

and in general there are N such equations. As can be seen, each
equation is coupled to the one on either side of it. The cold end
boundary condition specifies the temperature at Z=0 for all time
(see boundary condition, equation 1-33). Thus the first equatioa dould
be for the first interior point (starting from the cold end). If we
designate 9(o):-' 404 d &J 41) = 49, we have

(O +-o 2 ,1-R t-4o
t(1-35)

where A .. Since 0, this becomes

do, = ÷1 ;

Thus, the cold boundary condition is very simple to include.

At the hot end, the equation had to be treated somewhat different-
ly. We denote the surface temperature OAi . The equation
for the surface temperature is

U'~dV 'Ir . 0/z 1  (1-36)

The first derivative term is simply our boundary condition, equation 1-33,
so there is no need to use finite difference methods on this term. We
simply replace it by the required boundary condition. The second deriva-
tive still poses trouble. If we apply the centered finite differences
to it, we introduce the new unknown, 9

jig (which represents the tempera-
ture one space-step outside the solid phase, i.e., in the gas phase).
Consequently we use a non-centered difference approximation for this
derivative, but since all our other spatial difference approximations are
of order (41)2 in accuracy, we must take care to use a difference
formula for this end condition whichi has similar accuracy. Reference 79
gives such a formula, on page 324,

d zz (A (1-37)

Combining these two special feature-,, and ncting that -Z •4A =/ ,
the differential equation for the Nth temp-rature (the surface temperature)

is •• -9.3) I.J[([1-38)
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After the spatial coordinate is broken up into N lattice points,
with an ordiiiary diff'erential equation describing the time history of
the te.era..ue of each lattice point, the equations are prcgra-mmed on

The computer and are solved in parallel. That is to say, all N equa-
tions are 3solved simultaneously by the computer. The solution for the
N equations th-n marche', forward in time, in a process very similar to
the physical process. In the physical process, the "solution" (i.e.,
th.- actual experiment) "raarches forward" in time for each "slabb" in the
propeilant. except that in nature, the slabs are infinite in number and
infinitesimal in thickness (i.e., nature really deals with the distri-
buted parameter problem, not the lumped parameter approximation). This
physically justifies our reasons for discretizing the spatial coordinate.

if the time variable were discretized, the resulting equations would
be second order ordinary differential equations in Z. This would give
equations of the form

d4 4? (1-39)

which is analogous to the equations which were used for the digital com-
puter solution. However, the solution of this set of equations, 1-37 must
be obtained by serial mea Vs. Specifically, given the initial conditions,
@°(Z), the solution for 9 (Z) can be found, etc. This procedure does
not lend itself to an analog computer which is basically a parallel
machine. A complete discussion of this problem is given in a very read-
able form in Chapter 16 of reference 77. From a stability viewpoint,
the parallel integration procedure of equation 1-34 is always computa-
tionally stable.

The circuit diagram for the parallel method of integration of the non-
steady burning equation (equation I-34i is given in figure I-1 for one
lattice point in the spatial coordinate. Each lattice point in the solid
requires a circuit similar to the orns in this figure, i.e., each point
requires one multiplier and one integrator plus several amplifiers ard
potentiometers. But the TR-48 analog contains only 6 multipliers as was
stated previously. This sets ar upper limit on the number of lattice
points that can be accomodated in trie simulation of the solid propellant
equations. The boundary condition between the solid phase and the gas
phase, equation 1-38, also requires a multiplier. The circuit for this
particular lattice point, the point on the burning surface of the pro-
pellant, is shown in figure 1-2. Thus, because of the limitation of the
number of multipliers which is av-ailable on the TR-48, only five lattice
points could be programmed. This is really not sufficient to obtain an
accurate solution of a partial differential equation, but some supris-ngly
accurate results were obtained as is shown in the next section.

This points out the most severe limitations of the analog computer.
Because it solves equations in a parallel fashion, the maximum number of
equations which can be simultaneously solved, is limited by the size of
the analog computer. The actual size limitation imposed here is some-
what artificial in that the TR-48 is a small analog computer. A more
typical analog (in terms of number of components) is the Model 680 which
is also manufactured by Electronics Associates, Inc. This computer is
classed as a "middle-size" analog and contains 156 amplifiers and 24
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multipliers. Electronics Associates' "large" analog, the Model 8800
contains 224 amplifiers and 46 multipliers. Our non-steady burning
problem would, therefore, easily fit on the middle-sized computer, how-
ever, there was none available at Princeton at the time the analog com-
puter work was done.

E. Typical Analog Computer Results for the KTSS Analysis

Some typical results which were obtained on the analog computer are
shown on figure 1-3. The pressure forcing function which was used for
this data is an increasing exponential,

P = / ÷ p(1-40)

where T is the non-dimensional time, and P is the non-dimensional
pressure. The pyrolysis expression that was used was of the form

S= (1-41)

with M=6 as indicated on the figure. The value of 4P which was used
was 2.5; the non-dimensional pressure increased exponentially from
P=l.D to P=3.5. Various values of the surface heat release parameter
were used as indicated on the figure. The steady state burning rate was
given by

R= P (1-42

with the index n=.5.

A comparison of some of these results with digital computer solutions
of the same equation are shown on figure 1-4. As can be seen, the analog
results are qualitatively correct but larger errors appear as the sbrface
heat release parameter, H, is increased. The most probable source of these
errors arises because only five spatial lattice points could be programmed
on the analog for the solution of the partial differential equation. This
probably overshadowed the normal computing errors in an analog computer
in the solution of thlis particular problem. The Jigital computer solutions
were obtained by using 40 lattice points in the spatial coordinate. The
numerical calculation procedure that was used for these digital computer re-
sults (ald the results themselves) are taken from Krier's work ( 6 9 ).

A series of analog computer solutions were also obtained for an
oscillator- pressure forcing function. In general, these solutions were
about as accurate (as compared with the dig-tal results) as the comparisons
on figure 1-4.

F. Hybrid Computers

A third geneTal family of computers in addition to analog computers and
digital computers, is hybrid computers. Hybrids (hopefully) combine
the best features of both analog and digital computers. The analog
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computer lacks the ability to sto.:e information; it has no memory or

logic. By contrast, this is the digital computer's strongest asset.

The hybrid computer consists of both an analog computer and a digital

computer, joined together. The digital portion of a hybrid is used for

memory and logic; the analog portion is used for integration of dif-

ferential equations. Through its logic capabilities, the hybrid can

function as a sequential machine. This destroys some of the attractive-
ness of the analog, because parallel solutions are inherently more

similar to thr natural process than are serial solutions, and so pose

less problems of error propagation in the computation (i.e., computa-
tional stability is not a problem). However, by functioning as a se-
quential machine, the hybrid greatly reduces the number of analog com-
puter components that are required for the solution of a particular
problem.

As an example of a particular application of hybrid computers, we
consider the analog circuit which is necessary for the solution of the

non-steady burning problem which was discussee above. The proper finite
differencing method to apply this problem to a hybrid computer is to
finite difference the time coordinate, giving equation 1-39. For
reference, we re-write equation 1-39 here.

The circuit diagram for this equation is shown on figure 1-5.

The computational scheme for equation 1-43, goes as follows. At
the beginning of the computation, the initial condition, 0(9 ) is
stored in the digital portion of the hybrid computer. This stored
function is then converted to an analog signal and fed to the analog com-
puter while the analog computer integrates across the spatial domain
(note that in this problem, the analog computer "time" corresponds to the
spatial coordinate, Z) As the solution, 4' 1Z) , is computedit is
stored in the memory banks of the digital. Thus after the analog has
integrated across the spatial coordinate, Z, a new function, G'CV2
has been stored in the digital portion of the hybrid. Consequently the
integration for 9 'C3) can now be accomplished it- the same manner, using
the same analog components. Thus the components shown in figure 1-5 are
the only analog computer components needed for thet hybrid computer solu-
tion of this problem. The only functions the digital has to perform are
the storage of the function e-lL•) , and the logical control of the
analog, i.e., the digital computer has to tell the analog computer when
to integrate, how far, etc.

As can be seen, the hybrid computer is very attractive for the solu-
tion of partial differential equations. It still includes the time-scaling
abilities of an analog, which enable the operator, to a large extent, to
specify the computation time required for a solution. It includes the
digital comp,,ter advantages of stored memory and logic.
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APPENDIX II*

ADIABATIC FLAME TEMPERATURES OF VARIOUS PROPELLANTS
AND HEATS OF FORMATION OF VARIOUS FUEL BINDERS

teThe adiabatic flame temperature calculations which were used in
the theoretical depressurization analysis were obtained with the aid of
a NASA computer program which is described in reference 82. In order
to calculate flame temperatures, the computer program mast be supplied
with the percentages of each propellant ingredient, the compositions of
"each propellant ingredient, and the heat of formation of each propellant
ingredient. The numerical results for the adiabatic flame temperatures
are shown on figures II-1 tu 11-4. Figures I1-1 to 11-3 show the adiabatic
"f'Laz.e temperature as a function of the percent of ammonium perchlorate
in the propellant for three different fuel binders, PBAA, PBCT, and
polyurethane, respectively. The flame temperatures are shown at each
of several pressure levels. For the three binders, the PU propellant
shows the largest dependence of flame temperature on pressure. Note
also that the flame temperature becomes more highly dependent on
pressure as the per cent oxidizer (AP) is increased. The effect of
aluminum addition is shown in figure 11-4. Here the flar-e temperature
is plotted against the per cent of aluminum in the propellant, and again
several different pressure levels are considered. For these calculations
of the adiabatic flami temperatures of aluminized propellents, the ratio
of fuel binder to ammonium perchlorate was held constant while the
aluminum was added.

When a computer program is available, the calculation of adiabatic
flame temperatures is quite easy, however, the determination of the
properties of the propellant ingredients is not always as easy. The
composition of ammonium perchlorate is well-known, and its heat of
formation is readily determined from JANAF Tables (83). The various
fuel binder systems are much more complicated. Heats of formation
for the fuel binders were obtained by using bond energies (84). (The
structures of many solid propellant binder systems are given in reference
85.) To simplify the determination of the heats of formation, and to
improve the accuracy of the results, the heats of formation of various
"back-bone'" polymers (such as polybutadiene) were taken from Flory (8,).
The accuracy of the heats of formation of the binders which were deter-
mined by bond energies is not known exactly. However, such calculations
generally lead to errors of several per cent. These are nevertheless
the best results which were available and I have tabulated them in
order that they may serve as a guide to future students. The
heats of formatiop are tabulated on the next page.

" The auther acknowledges the extensive help and the many suggestions

given to him in determining fuel binder structures and heats of
formation by both Mr. P. L. Stang, Member of the Technical Staff, and
by Dr. J. A. Steinz, former Post-Doctoral Research Assoicate.

-178-



Y) 0 ) (1)

E-~ 00r -r
"I LU L

<~ 0 0 0

a) ) 7-4 C1)
r-4 0 r-4

~4-40 'A -4 -4

0-4 NzC3 u C

UC-)

00

c'r- 0- c

0 0 0t

Cd 41

U 0f u -a-

:Z!: C) C)
0 C>. 0 . ) U *

00

14.

E-4-

0

0-

CA z U)

a4'C)

CC 0 C c

Cl 0

00

-179-

4JI
________ ~ ~ 4 4J_ _ _ __ _



ADIABATIC FLAME TEMPERATURE OF
PBAA PROPELLANTS

3000
PBAA-AP
PROPELLANT

1000 psia
0' 2800

0 6U

2 Sooi

crw

• 2400
Ia

-J

CLi

_2200

a 2000

" 1300 -_.I.__ I __

74 76 78 80 82 84
PERCENT AMMONIUM PERCHLORATE

-180- FIGLAE L.-I



ADIABATIC FLAME TEMPERATURE OF

PBCT PROPELLANTS

30(:-0
PBCT! MAPO-AP

PROPE LLANT

28001000 psia°2800 - .

100 psia
Lii

cr

< 2600- /i-w /I
a-/

/ 14.7psia

w• 2400-

</
_J

•' 2200

CI

,• 2000-

18001 I!
74- 76 78 80 82 34PERCENT AMMONIUM PERCHLORATE

FIGURE n'-2 -181-



ADIABATIC FLAME TEMPERATURE OF
POLYURETHANE PROPELLANTS

~ 00PU-AP PrROPELLANT100pi

S2800- 0pi

2600'

LUL

-2400-

S2200

7,76 78 80 82 84
PERCENT AMMONIUM PERCHLORATE

-182- FIGURE ~i-3



P1AA/C PON A P
PROPELLANT

3o000_ _o 10,00 s-

%A IO/O/-P3A A ost

FOR ALL ALUMINUM
LOADING5

u J100 P..0.

<

L4

0-z

L2i

U.
< 2OO00

0 5 IS
PER CENT ALUMINUM

ADIABATIC FLAME TEMPEKATUFRE OF
ALUMINIZED PROPELLANTS

FIGURE 11-4 -183-



tr

APPENDIX III

EXPERIMENTAL PROCEDURES

This appendix summarizes some of the procedures which were used in the
experimental part of the program.

A. Procedure Used in Depresrurization Experiments

The combustor that was used for the depressurization testing, bad
a circular .:_.ss-section which was nominally 2 inches in diameter, and a
height of 1 1/2 inches. The combustor was made from stainless steel and
had a wall thickness of 1 1/2 inches. The walls of the combustor contained
quartz windows, thrnugh which the flame radiation could be monitored. The
windows were also used for the temperature measurement attempts which are
discussed later in this appendix. The propellant was situated in the
bottom of the combustor (see Figure 4) and had a circular burning area
which was just slightly less than the cross-sectional area of the ccm-
bustor. As indicated in the main body of the thesis, the sides of the
propellant sample were inhibited by casting the propellant into steel
cups.

Ignition of the propellant sample was achieved by means of a bag
of propellant shavings. Although uniformity of ignition from run to
run was not of great importance in this experiment (because the depressuri-
zation did not start until after a steady state operating pressure had
been reached), the weight of propellant in each igniter was carefully
measured; one gram of shavings were used in each ignit r. This size
ignit r was large enough to give fast, positive ignition for all the
propellants tested, and it gave a minimum of pressure overshoot. The
igniter bags were made of very thin plastic. Ignition of the igniter
itself was achieved by threading a thin wire through the igniter bag,
and heating the wire by an electrical impulse.

The aluminum which was used for the burst diaphragms was obtained in
2 x 6 foot sheets from the David Smith Steel Company. Aluminum type
3003- 0 was used for diaphragms of thickness .040, .032, and .025
inches. 1100-H14 aluminum was used for the .020 inch diaphragms (the
softer aluminum is not sold in sheets thinner than .025 inches). For
the burst diaphragms, the sheets of aluminum were cut into 3 1/2 inch
squares. Calibrations of the burst pressure for these diaphragms are
shown on figure III-1. This calibration is for a diaphragm with an
area (subjected to pressure) of about 2 3/4 inches in diameter. There
was a fair amount of scatter in the burst pressure from diaphragm to
diaphragm, but the double diaphragm apparatus made the experiment
insensitive to this variation. Generally speaking, the top diaphragm
was chosen as one size thinner than the bottom diaphragm. This appeared
to give a better "break" of both the diaphragms. As indicated in the
main text, the underside of the lower diaphragm (which was directly
expo' ed to the hot exhaust gases) was protected by a thin coating of RTV
(room temperature vulcanizing) silicone rubber.

The primary (large) nozzles used in the experiment (to determin.-
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the rate of depressurization) varied between .117 and .750 inches in diameter.
The nozzles were made of copper and were 3/4 inch thick.

Si, conducting the experiment, the propellant and igniter were placed
in the motor, the motor was assembled, and the desired primary nozzle, second-
ary nozzle, and burst diaphragms were installed. The area between the
two diaphragms was then pressurized manually to within about 75% of the
burst pressure of the weaker diaphragm. (The diaphragms were chosen so
that the differential between the expected steady state operating pressure
and the pressure in the diaphragm cavity would be as near the burst
pressure of the lower diaphragm as possible. This ensured that the
diaphragms would burst rapidly and cleanly upon venting the cavity
between the diaphragms. That is to say, the diaphragms that were used
were chosen to be the weakest ones which would contain the expected
operating pressure.) From this point on, the sequencing of events was
done by a pre-set electrical timer. In the automatic sequencing, the
igniter was fired first, and a nominal time of 100 ms was allowed for
the burning to reach its steady state operating condition. At this time,
the cavity between the burst diaphragms was venteQ causing the diaphragms
to burst, creating the depressurization which was to be observed.

During the depressurizations, the flame radiation was monitored by
a photomultiplier tube. However, because of the combustion products,

the motor windows, through which the flame radiation was monitored,
became progressively more fouled as the burning time increased. Since
only a qualitative measure of radiation was desired, this "dirty window"
problem did not affect the measurement so long as some radiation could
get through the partially obscured window. For the more highly oxidize:d
propellants, the windows never became completely obscured. However for
the very under-oxidized propellants, the windows frequently became so
dirty that it vas impossible to see the flame. For such cases, it was
determined, by trial and error, that a plexiglass insert between the
flame and the quartz window, would apparently ablate sufficiently to keep
the window clean enough to see through, during the entire run. The
window remained cleanest when it has long enough to protrude from the
wall into the burning zone. When the plexiglass insert became even
slightly recessed below the wall, the plexiglass surface would become
so covered with carbon, that the flame would become obscured before the
100 ms steady state operating time had elapsed.

B. Thermal Conductivity Mcasurements*

One important parameter in the theoretical analysis of the depres-
surization process, is the thermal conductiviLy of the solid. In fact,
the theoretical predictions scale linearly with the thermal conductivity
of the solid phase. in an attempt to eliminate this variable, we obtained
a thermal conductivity measuring apparatus from the Central Scientific
Company. A schemacic of this instrument is given in figure 111-2. In

* The thermal conductivity measurements were done in their entirety

by Mr. S. L. Turk, Undergraduate Junior. A description of the method
used is included here for the sake of completeness.
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using this apparatus, a thin slab of solid propellant is placed between

the upper vessel and the lower insulated copper block. A thermal com-
pound was used on both faces of the solid propellant slab in order to
ensure good thermal contact. During the experiment, the upper vessel
is kept at a constant temperature of 100 0 C by boiling water. Heat passes

L[ from the upper vessel through the solid propellant sample to the copper
block. The temperature difference between the upper vessel and the lower
copper block is monitored as a function of time by means of thermocouples.
Knowing the mass of the copper (and its thermal capacitance), the amount
of heat which was transferred through the solid propellant can be
determined (assuming there is no heat loss from the copper block to the
surroundings, and assuming that all the heat whi.h is delivered to the
copper block comes through the solid propellant sample). The thermal
conductivity of the sample can then be obtainec -rom a knowledge of
its thickness and its surface area.

This particular instrument is designed for use in demonstration
experiments in undergraduate physics, and its accuracy is limited.
However, the results obtained wiith this apparatus -:ere quite repeatable
(about 2.5%). Hence it could 3erve as an efficient comparative device as
described in the last paragraph of this sectiol!. (Unfortunately, there
were no thermal conductivity "standards" av.ailable to us, so we could not
use it in a comparative nanner.)

Because of the inaccuracies of the instrument, we did not attempt to
measure absolute thermal conductivities of all our propellants. Instead,
we merely attempted to determine the ratio between the thermal conductivities
uf the aluminized and unaluminized propellants. It was expected that the
various unaluminized propellants would have similar thermal conductivities
(within a few percent of each other), but that the addition of aluminum
would cause a fairly large change in the thermal conductivity. The
experimental measuremepts confirmed this. The difference between the
measured thermal conductivities of the unaluminized propellants was within
the repeatability of the instrument. However, the measurements showed
about a 35% increase in the thermal conductivity of the propellant when
15% aluminum was added. The approximation was made that the product

was the same for the unaluminized and aluminized propellants, and
that, therefore, the thermal diffusivity is also increased 35% by the
addition of 15% aluminum. in the theoretical predictions of extinction,
the thermal diffusivity of aluminized propellants was taken to be 35%
larger than thot of unaluminized propellants.

One of the best commercial sources of high-accuracy thermal
conductivity apparatus is the Dynatech Corporation of Cambridge, Massachu-
setts. Their cheapest models sell for about $3,000. These instruments
are supplied with a series of some one-half dozen "standards" whose
thermal conductivities are known accurately. In operating these
instruments, one first obtains the signal output from the instrument for
each of the standards, and then plots this output as a function of the
known thermal conductivity oF the standards. This serves to calibrate
the thermal coaductivity instrument, and hence, it will measure the thermal
conductivity of unknowns by comparison with the thermal conductivities
of knowns. Instruments which measure the absolute thermal conductivities
of substiaces are more expensive than this. For example, Dynatech also
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manufactures a complete line of guarded hot plate instruments at
higner prices.

C. Attempts at Measuring the Flame Temperature During the Depressurization*

The main text of the thesis presents a theory for the prediction of
extinguishment of solid propellants. The predictions of the theory were
checked by comparing the experimentally determined boundaries between
extinction and non-extinction with the theoretically predicted b3undaries.
If some parameter could have been measuied continuously during the depres-
surization, it would have provided a much more sensitive check of the
theory than is presently available. With L.his idea in mind, a considerable
amount of time was spent in trying to measure the transient flame temperature
during depressurizations by an optical technique. These efforts were not
successful, and the reason is simply that the ,%7indows became dirty during
the depressurization, thus destroying the accuracy of any optical
temperature measurement system.

The particular type of temperature measurement that(wa attempted
was the so-called "brightness-emissivity" method. Krier has discussed
this method in detail in his Appendix V, and shews that this is one of the
most promising methods of measuring flame temperature %,ith fast time
resFponse. Because of this recent and thorough description, only an out-

iine of the method will be given here, the interested reader is referred
to reference 69 for details of the method. The description given here
will indicate i minor modification to the brightness-emissivity method
which we developed, and will attempt to categorizp the "dirty window"
problem

In the most concise form, the brightness-emissivity method measures
both the brightness and the emissivity of the flame, and then uses some
comparison standard to determine the absolute temperature of the flame.

The brightness of the flame is measured by a simple observation of the
flame by a light-sensitive receiver. The sensitivity of this receiver
is calibrated by allowing the receiver to first view a radiating source
whosr brightness temperature is known. The emissivity of the flame is
determined by measuring the percent of the radiation from some external
source that can be transmitted through the flame (see Krier's discussion).
In the usual brightness-emissivity method, the combuster is placed in the
line of sight between a tungsten strip lamp (or other equivalent source)
and a light-sensitive receiver. Two windows on opposite sides of the
sides of the combustor are placed so that light from the lamp can shine
through the combustor and to the receiver. Before an experimental run is
to be made, the brightness temperature of the lamrp is measured by means
of an optical pyrometer, so that the brightness temperature of the lamp
filament is known. Then, before the combustion process, the lamp is
turned on and is used to calibrate the receiver. During combustion, the
lamp is alternately turned "off' and "on" (by a mechanical chopper between

* The author acknowledges the considerable contribution to the work

described in this section that was made by Dr. David Fleischer, former
Member of the Technical Staff. During the course of this work, the
author was engaged in many interesting and stimulating discussions with
Dr. Fleischer and his contributions, suggesciors and advice are greatly
appreciated.
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the lamp and the combustor). Thus when the lamp is turned "on", the
receiver sees the radiation from the flame plus the fraction of the
lamp radiation that is transmitted through the flame. Mhen the flame is
turned "off," zhe receiver sees only the output from the flame. Thus the
receiver signal is of the form designated "chopper output" on figure I11-3.

A modification of the chopper setup was used in the work done in this
research program. This modification was to use a polarized light source
and two receivers. A crossed polarizer (with respect to the lamp) is
placed in front of one of the receivers so that this receiver can not
see the lamp radiation; it can only see the radiation from the flame,
but it receives the flame radiation continuously (in time). Similarly,
the second receiver sees the continuous output of the flame plus the
transmitted (polarized) lamp (see schematic on figure 111-4). The
output signal for this modification of the brightness-emissivity method
is thus the envelope of the chopper output, as is shown on figure 111-3,
and labeled "polarizer output." In a real situation, with an inevitably
noisy flame signal, and without completely "square" square-waves, this
offers an advantage in data reduction.

The flame temperature and emissivity can be determined from the
measurements of either of these set-ups. The same analysis applies to
both of them, except for the method in which the signal is recorded.

As indicated above, the problem in this temperature measurement
was that the windows in the combustor became dirty during the burning
process. it must be emphasized that the brightness emissivity method is
independent of the transmissivity of the optical path, so long as the
transmissivity remains constant during the experiment (or more accurately,
so long as the manner in which the transmissivity varies during the
experiment is known). However, when carbon is deposited on the combustar
windows, the transmissivity changes by undetermined amounts.

Th' most obvious way to overcome this "dirty window" problem is to
keep t!re windows clean. The first observation along this line is that
the amount of carbon deposited on the windows is a very strong function of
the type of propellant binder used. Polyurethane is, far and away, the
optimum binder to use for temperature measurement attempts (of the
binders testd in this research work). PBAA is much worsL. The reason
for this is probably that the polyurethane contains a relatively iarpe
amount of oxygen (in the polyurethane, itself) as compared to the amotwic
in the PBAA bindter. PBCT proved to have similar burning characteristics,
in this respect, to the PBAA. Of course, increasing the oxidizer loading
to as high a level as possible (for example, using tri-modal ammonium
perchlorate particle sizes allows a slightly higher AP loading), greatly
decreases the amount of carbon that is deposited on the windows.

As far As placing the windows, it appears that a window that is
flush mounted in the wall, or even protruding into the combustion
chamber is optimum. If the window surface was recessed into the wall
by even the slightest amount, a decided increase in the residue deposition
rate was noted.
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Another possibility for keeping the windows clean, is to purge them
with an inert gas during the experimental f'iying. The sight glass

assembly shown in figure 111-5 was designed for this purpose. This
sight glass was designed so that a constant mass flow rate of nitrogen
entered a manifold and escaped through a narrow annular slot around
the entire perimeter of the face of the window. Unfortunately, it appeared
that the "recessed" effect (above) very nearly balanced the purging effect
of the nitrogen so that nothing was gained by using these windows (in
fact, the flush mounted windows might have been slightly superior to
the purged windows). Variations in nitrogen mass flow rate, and in the
height of the slot through which the nitrogen entered seemed to offer no
improvement. There was evidence that during ignition (when the chamber
pressurized very rapidly), reverse flow occurred in the sight glass so
that combustion products actually flowed through the annular slot designed
for the entrance of the nitrogen. (The volume between the choked orifice
which supplied the constant mass flciw rate of nitrogen and the annular
slot entrance to the motor was kept as small as possible.)

Ope final method of surmounting this problem with the windows, but
which was not tested completely, is to keep the windows as clean as
possible, and measure the transmissivity of the windows as a function of
time. One potential method for calibrating how "dirty" the windows are
at a given time, is to use a second light source (besides the one used
for temperature measurement) which radiates in a region of the flame where
the flame is dark, i.e., in a region in which the flame does not emit.
Spectroscopic work, accomplished in this research program, indicated
that such a dark region of the flame occurs around 5100A for a PU
propellant. (Note that the brightness-emissivity measurement must be
conducted over a very small wavelength region, ideally in a monochromatic
manner. Normally the wavelength chosen is 890,R , the sodium D lines.
Light filters of less .an 100, in width are normally used for the
temperature measurement. Frequently they are as narrow as 5 A .) If a
radiation source were used at this wavelength, and if it were very
bright in comparison to the flame emission (or absorption, if in
equilibrium in this spectral region, then a separate detector could record
the rate of decrease of this lamp signal due to the decreased transmissivity
of the windows. Then knowing the transmissivity of the optical path as a
function of time, and assuming that it was the same function at 4890
as a 5100 A , one could calculate the flame temperature and emissivity
as the windows got dirty. It must be noted that this method has never
been attempted (to the author's knowledge) and that at best, it would
require very ca: ful, precise calibrations and experimental procedures.

D. Availability of Experimental Pressure Versus Time Curves for Tested

Propellants.

The experimental pressure versus time cepressurization curves -ecorded

in this research program are available in tabular form as well as 4 the

form of coefficients of a polynomial equation. The polynominal coefficients

were determined by the method of least square. error analysis. The curves

are published in a supplement, designated AHS Report No. 880-S, which is

available upon request.

-189-



I
I

APPROXIMATE DIAPHRAGM THICKNESS VS.
BURST PRESSURE (2 3/4inch diameter)

.040 0 EXPERIMENTAL
MEASURE

{U

w

S.030

t•

S.025

<I

I-: .025 ALUMINIUM DIAPHRAGMS
D TYPES 3003- SO AND

1100- H14

.020

-" 1 . . I ,

0 200 400 600 800 1000
BURST PRESSURE - psia

S-19o- FIGURE .I-I



F

THERMAL CONDUCTIVITY APPARATUS

(KEPT HOT BY HEATER)

THERMOCOUPLE \. -7 PROPELLANT
LOCATIONL

i- INSULATED COPPER BLOCK

FIGURE IE-2 -191-



I

V

* C

I -

*1

-.

� 0.-

i *.r.
4'

F I'S

NV I .L3iI:[Ii! iiL:Ii�UNUATh)

0�'

-192- FIGURE �-3



ru
090

z.

zz

-. q U 1

CIIx

0 C19.

CL 0

LU,

zE

LU -k:

LUU

'm70

FIGUR M - -193

------- ..... ..



WIDO

SEC VONM

FI"IRF~lit-5 sIGHT GLASS ASFEMBLY

-14-FGU E -



AP PENDiI)X V

Unclassified
Secuntv Claeýtficrt-n

DOCUMENT CONTROL DATA - R & D
(Security clssIhIcatIc, of "I1le, bod) of abstract and Indexing annotation n-ust be entered ihen the oterall report is classified)

I ORIGINATING ACTIVITV (Corporate author) l~o. REPORT SECURITY CLASSIFICATION

Princeton University Unclassified
Department of Aerospace & Mechanical Sciences

3 REPORT TITLE

EXTINGUISHMENT OF SOLID PROPELLANTS BY RAPID DEPRESSURIZATION

4. DESCRIPTIVE NOTES (
7

y'pe of report and inclustie dates)

Scientific Interim
5 AU THOR(S) (First name, middle initial, last name)

C. L. Merkle, S. L. Turk, and M. Summertield

6. REPORT DATE 7a. TOTAL NO. OF PAGES 17b. NO OF REFS

July, 1969 201 86
So. CONTRACT OR GRANT NO ga. ORIGINATOR'S REPORT NUMBER(S)

Nonr 1858(3?)
b. PROJECT NO.

AMS Report No. 880
C. 9b. OTHER REPORT NO(S) (Any other numbers that may be assigned

this report)

d.

10. DISTRIBUTION STATEMENT

1. Distribution of this document is unlimited

I1. SUPPLEMENTARY NOTES 12. SPONSORING MILITARY ACTIVITY

Power Program, Code 473
Tec., Other Office of Naval Research

Dept. of the Navy, Washington, D.C
13-ABSTRAC A new theory for extinction by depressurization of AP composite

propellants is employed to predict the rate of pressure decrease required
to achieve flame-out and to rationalize the effects of various compositioi
parameters on the ease of extinguishment. The research is concentrated
ainly on the "temporary" extinguishment behavior of solid propellants,

but a re-ignition theory is also presented. Attention is given in this
theory to the proper derivation of the nonsteady heat feedback from the
aseous flame zone to the burning surface. Included in the model are the

essential physical and chemical rate processes of the granular diffusion
lame model, as deduced from the steady state burning characteristics.- i

is predicted theoretically that: (a) whether extinction occurs depends on

he entire shape of the pressure transient, not just on the initial slope,
(b) extinction depends upon the pressure cependence of the steady state

burning rate all the way down to the final pressure; (c) increasing the A

fraction, reduc-ng the AP particle size, or adding fine aluminum powder

makes a propellant more difficult to extinguish. These predictions are
confirmed by experimental tests with AP composite propellants with PBAA,
PB(CT), and PU binders. A brief study of double-base propellants which

indicates that they are considerably easier to extinguish than composite

propellants concludes this report. A rough model for the burning of dou-

ble-base propellants is presented which further indicates the importance

of the flame structure in determining the extinguishment characteristics
of solid propellants.

fl~FORM
1 NOV.61473 -200- Unclassified

Security Classificatbon



Unclass ified
3ecuritv Classification

14 LINK A LINK B LP K C
KEY WORDS -

ROLE WT ROLE WT "OLE WT

Aluminum powder N
AP composite propellants
AP particle size
Depressurizat ion
Double-base propellants

Extinguishment
Puel binders: PBAA, PB(CT). PU
Granular diffusion flame model

Nonsteady heat feedback
Pressure transient
Re-ignition

Temporary extinction

Solid Propellants

Unclassified

-201- Security Classification


